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UCTION

Welcome to ISIS 1990

With the evolution of technology, computer literacy and accessibility have become

commonplace in our society. The mass marketing and low price of personal

computers, the simplification of programming and the availability of pre-

packaged software have been instrumental in integrating the computer into

everyday life. Nowhere is the integration of the computer and technology more

evident than space programs. However, for those of us involved in the use and

application of computers and technology, there are serious consequences if the

resulting automated systems do not have high levels of integrity and availability.

As computers perform more and more critical services, the most serious security
concerns often become a matter of an assurance that the computer performs its

critical functions correctly and that there are no harmful side effects.

A reasonable level of security sufficiency requires the implementation of

management control processes and the integration of security in the development

and use of the technology. Therefore, security should be an integral part of the

entire planning, development and operation of automated systems. Much of what

needs to be done to improve security is not clearly separable from what is needed

to improve the usefulness, reliability, effectiveness, and efficiency of automated

sytems.

ISIS 1990 provides a forum for distinguished professionals from industry,

government, and universities to present attendees with the broadest possible

exposure to the comprehensive field we know and information security.

We enjoin all participants, speakers and attendees, to openly discuss their views

and experiences and continue the "networking" process that begins with this

important symposium.

Rodney L. Bown
Technical Co-Chair Technical Co-Chalr
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A Computer Security Overview
Lance HoHman
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Dr. Lance Hoffman is a professor of Computer Science at The George Washington University
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computer security with a fourth on computer viruses to be published this summer.
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Sector Technologies, Inc.
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Closing Panel Auditortm

Panel discussion on NASA concerns related to trusted
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Cost

i I

General Information
May 15. 1990 8:45 a.m.- 6:00 p.m.
May 16, 1990 9:00 a.m. - 4:30 p.m.

University of Houston-Clear Lake
Bayou Buflding

$250 Industry
$150 Government / University
$60 Student

Price includes presentations, abstracts,
refreshments, 2 lunches, and materials.

Seating is limited to 250 people.

Software Engineering PmfNslonal Education Center
University of Houston-Clear Lake

2700 Bay Area Boulevard, Box 258
Houston, Texas 77058
(713) 282-2223 phone

(713) 282-2249 fax
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A COMPUTERSECURITYOVERVIEW

Prof. LanceJ. Hoffman
The GeorgeWashingtonUniversity

Dept.of ElectricalEngineeringand ComputerScience

(202) 994-4955

hoffman_gwusun,gwu,edu

GOALSOFTHIS
TUTORIAL

• Reviewsecurityrequirementsimposedbygovernmentandby
commonsense

• Examineriskanalysismethodsto helpyoukeepsightof forest
while in trees

• Discussthecurrent hottopicof viruses(whichwillstayhot)

• Examinenetworksecurity,nowand in the nextyearto 30 years

• Givea briefoverview,of encryption

• Reviewprotedionmdhods in operatingsystems

• _ :_;ewdatabasesecurityproblems

• ReviewtheTrustedComputerSystemEvaluationCriteria(Orange
8®k)

• Commenton formal vorificdionmethods

• Considernw approach=(l&e in_sion detodionand
biarr_ri=)

• Reviewthe old,lowfech,and dill goodsoldions

• Givqpointersto the literdur_andto whereto get help

PIIG:IEDtN6 PAGE BLANK NOT FtLMf,,D ?



COMPUTERSECURITY
ACTOF 1987

(courtesy of Social Security
Adm[n.)

• Purpose: improve security and privacy of
sensitive into in governmentsystems

• Purpose:createmeans for establishing
minimumacceptablesecurrfystandards

• Tasks NBS(NIST)withdevelopingstandards
and guidelines for-S&P

• Providesfor promulgation of such
standardsand guidelines

• Operatorsof federalcomputer systems
withsensitive into need securityplans

• Mandatoryperiodictraining for all who
manage, use or operatesuchsystems

• Main NISTpurpose: controlloss and
unauth,modification or disclosure

... and to preventcomputer-relatedfraud
and misuse

• Alsoestablishesa S&P advisory board
withinCommerceDept. to advise



SENSITIVEINFORMATION

"any information the loss, misuse or
unauthorized access to or modification of

which could adversely affect the national
interest or the conduct of Federal

programs or the privacy to which
individuals are entitled by the Privacy Act"

ComputerSecurilyActof 1987

COMPUTERSECURITY
ACT OF 1987

Timetable for Agencies

• Within6 monthsofenactment,identify

each systemwithsensitiveinformation.

• Withina year,establisha planforS&P of

suchsystems.

• Send plansfoNBS (NIST)and NSA for
adviceand comment.

• Includea summary oftheplaninthe

Agency's5-yearplanapprovedby OMB.

9



0_BCIRCULAR A-130

MANAGEMENT OF FEDERAL INFORMATION RESOURCES

EXCERPTS FROM POLICIES:

I) COLLECT ONLY NECESSARY INFORMATION

2) DON'T INVADE PERSONAL PRIVACY OR VIOLATE CONFIDENTIALITIES

3) PROVIDE INDIVIDUALS WITH ACCESS TO INFORMATION AND AMENDING PRINCIPLES

AS LAID OUT IN THE PRIVACY ACT

q) ESTABLISH SECURITY FOR INFORMATION SYSTEMS COMI_ENSURATE WITH RISK AND

MAGNITUDE OF LOSS OR HARM RESULTING FROM IMPROPER OPERATION

EXCERPTS FROM APPENDIX I TO A-1]O:

1) PRIVACY ACT ANNUAL REPORTS: ANY PRIVACY ACT INGUIRY SHOULD GENERATE A LOG

OF HOW THE REQUEST WAS HANDLED (SEE APPENDIX FOR DETAILS)

2) A FEDERAL REGtSTER PUBL{CATION IS REgUIRED IF A SYSTEM 15 NEW OR ALTERED IN

A SIGNIFICANT WAY, E,G,, A CHANGE IN NUMBER OR TYPES OF INDIVIDUALS ON WHOM

RECORDS ARE MAINTAINED{ AN EXPANSION OF TYPES OF INFORMATION MAINTAINED{ A

CHANGE IN THE PURPOSE FOR WHICH THE INFORMATION IS USED{ A CHANGE THAT CREATES

SUBSTANTIALLY GREATER ACCESS TO RECORDS IN THE SYSTEM (E,G._ PUTTING REMOTE

TERMINALS IN FIELD OFFICES FOR A FORMERLY HQ-ONLYSYSTEM), DETAILS IN APPENDIX,

WHAT IS RISK
ANALYSIS?

• An emerginganalyticdiscipline,consisting
of two parts:

• -- RLslc=ssessnwnt: determiningwhat
the dsksare

• -- R_sk;rneruzgernenL"evaluating
alternativesfor mitigatingthe risk

10



RISKANALYSIS
Risk Assessment

• DetermineRisks

. Estimateexposure
to loss

of (computer)resources

• Considerassets,threats, vulnerabilifies

• Typically computed using assetvalues,
threat likelihoods, CMeffecfivenesses

• Can be Simple Self-Analysis or Complex
and DonebyOutsiders

• ConsidersPotentialLosses(Both Dollars
and Goodwill)

• ShouldIndicateWheretoMostEffectively
UseYourUmitedResources

• Countermeasures

• Countermeasureselection

• Sensitivityanalysis

• Decisionanalysis

• Goal-seeking heuristics

• Riskperceptionand communication
11



RISKMANAGEMENT
FRAMEWC'F',K

_I Requirements

Assets

Threats

Safeguards

Risk

Assessment

V i = risk value

= f(T i , A i , Si )

N
Action test

met?

12



ASSETS

• Peopleandskill

• Goodwill

• Hardware

• Software

• Data

• Documentation

• Supplies

THREATSAND
VULNERABILITIES

• Disclosure

• Desfrucfion

• Modification

• Denialof service

13



[hreats

Figure 20.
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STARTINGAND STOPPING
• DON'T...

I avoid due to fear of cost; you may be
losing more (in many ways)by delaying

slavishly do a full fledged FIPS65
analysisif not called for

secure managementcommitment for a
certain level of resources

• act breadth-first rather than depth-first

RISKASSESSMENT
METHODOLOGIES

• Expectedvalues

• - matrices and fault trees

• Worst case

• Checklists and questionnaires

• Fuzzy(qualitative) risk analysis

• Hybrid methods

• Useand applicabilityof automated
packages

• Currenteffods fo developa generalmodel

16



TYPICALR.A.
METHODOLOGIES

• - FIPS65 ExpectedValues

• - Simplification to 7-point scale

• - Variantsto produceR0 I, etc

• - Fault trees (quantitative or qualitative)

• - Kepner-Tregoweights(quantitative or
qualitative)

NISMT(NBS)FIPS65ETHODOLOGY

• Define systemASSETS(data files, eqpt.,
negotiableoutput,etc.)

• Define THREATS(leading to unauth.
destruction,disclosure,mods, denial)

• FOR EACH ASSET

• FOR EACH THREAT

EstimatefrequencyofTHREATtoASSET

Estimatedollarlossifrealized

• Multiplyfreq*loss to obtainANNUAL
LOSSEXPECTANCYfor threat/asset pair

. (SUM OVERALLASSET/THREATPAIRSTO
OBTAINSYSTEM-WIDEA.L.E.)

17



QUANTIFYING THE RISKS

",NNUAL RISK EXPOSURES ANO TNI::IF_AT EFF_-'CTB (Based on C)eOt. of AcjrtcL;t._e

memoclology)
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CHECKLISTSAND
QUESTIONNAIRES

So Why Doesn't EverybodyUse
Them?

• No real measure of total exposureor
exposureby area

. No guidance
toignore

on whatgaps to plug first or

BASICSTEPSOF RISK
ANALYSIS

(Pfleeger 1988)

• Identifyassets

• Determinevulnerabilifies

• Estimatelikelihoodofexploitation

• Computeexpectedannualloss

• Surveyapplicablecontrolsand theircosts

• Projectannualsavingsofcontrol

19



TYPICALSAFEGUARD
CATEGORIES
(Pfleeger 1988)

• cryptographiccontrols

• secure protocols

• program developmentcontrols

• programexecution environmentcontrols

• operatingsystem protectionfeatures

• identification

• authentication

• secureoperatings'fstemdesignand implementation

• Data base accesscontrols

• Data base rellabUify controls

• Data base inferenceconfrols

• Multilevel securtl'fcontrols for dora, dafa bases,and
operatings_tems

• Personalcomputer controls

• Networkaccem controls

• NetworkIntegritycontrols

• Controlson Nlecammunicaflonsmedia

• Physical controls

2O



Risk

RISKANALYSIS

Managemenf: Safeguard
Selection

• Select safeguards and maximize exposure
reduction, given real world constraints:

• -- political

• -- technical

• -- monetary

• Can now use automaticwhat-if?

(computer is much faster than human)

• Good for real world NON-UNEARmodels of
real situations

AUTOMATEDRISK
ANALYSIS

• Now usually PC-based

• Typically r_ot spreadsheetsonly, since
they're unfriendly & require model setup

• A few methodologiesand packages are
used

• Reduces level of effort by providing
standard report and doing arithmetic

• Allowsfirst level assessmentsto be done

cheaply in-house

• Useful in increasing securityawareness

• Safeguard selectionis not as far along,
and often requires a trained analyst

21



CONTROLOF LEVELOF
EFFORT

• One personor a small team may be able
to build an organization-wide model

• This may be based upon canned models
supplied and training/consultation

• After model is set up with appropriafe
reports and fixed values and formulas,

• If can be sent fo lower levelsfo fill in
without fear of alteration

CONCEPTUAL
MODEL

SYSTEM MANAGER

SOFTWARI_ "

USER

°)
DISKE'n'E

MODEL

SYSTEM MANAGER CREATES MODEL,
USER INVOKES IT.

o

¢

22,



NO MAGICBULLET

Expectations from Automated
Packages

• IN MOSTCASES,youcan'tput the disketteinto
the computerand be done.

• IN MANYCASES,the $50-$500 "user version"
won'tbe adequatefor you.

• Thisis true eventhoughsomesystemscome
withvarious"models" to use.

• OFTENthe onlyalternativeto a shoddyor no iob
is to work withthe vendor...

• TAILORINGthe packageto your specificsituation.
Expectto pay for this.

• MOREUKELYSCENARIOS:Buy/rent"system
manager,vendortrainsyou.

• Costdependson howknowledgableyouare to
startand the sizeof your job.

DON'TBUYJUSTANY
PACKAGE!

• Creativity, iudgment, and accuracy of risk
model _i_ guaranteed!

• Package should supply computational
support and flexibility for t..j_r needs.

• As always, beware of computer-aided
reports appearing very impressive.

• Guidance:Ellis and Garrabrants thesis from

the Naval PostgraduateSchool

• Guidance: NISTRisk AnalysisLab (one stop
hands on shopping) (Irene Gilbert)

23



BUILDYOUROWNVS.
EXPERTHELP

(Make vs. buy?)

BUILDYOUROWNMODEL

Noextra$ required

Muchmoreof yourtime

Mustt.t beforeusing

Knowledgemustbe here

Longtime to completion

HAVEEXPERTBUILDIT

Costs:$,timetolocate
Muchlessof your time

Canbe moreoff-shelf

Useofher('s)knowledge

Candemandat fixed time

,I,

IlL

24



RISK ANALYSIS SUMMARY REPORT

FORMAT

(adapted from USDA)

Table of Contents

I. Introduction

lI. Background
III. Requirements and Constraints

IV. Risk Analysis
V. Recommendations (prioritized)

VI. Summary

I. Table: Existing Safeguards Related to
Threats

2. Table: Safeguards Being Implemented
Related to Threats

3. Discussion of Recommended Safeguards

IV. Risk Analysis

A. Published guidelines used

B. Major threats considered and why

C. Worksheets and summary

D. Countermeasures (with costs); cost-

benefit analysis of each
countermeasure/ threat combination

25



, [nEroductlon

A.

B.

C.

°°

Reason for risk enalysls study and Its scope

Description of _hyslcal facility

MQJor securlty me:sures In use or being

[ns_a_lea _,.

Ill. Re,lulre_entsQnd ConstrQlnts
v

A. HIstorICQ[ fQctors (prevlous rlsk _nolyses

QnQ results_ serlous securlty breQches, etc.)

B. Time Qnd mQn_ower cons1_eretlons; other

constrQlnts

• ...... ..... ;,--

- DItAIT

Noat hithe plo_ected leCUlLty lOmeo# InsuLt llol
(insect epplOpllltt nuiOoll seculLty vuinelotlLtt/e,. T_e
molt Lml_ctlnt vuinecebllity II |nt_l the 8met eignLIicant
vuLnelaolLkty|. {Nine the solon4 an4 thLg4 :_
vulnollhLlltioe] ate i|lO important. (Nov domccibG the
stcong l_lntl o£ the FiCLII_7'e IoculLty plogcla bllitly. I

-.

The :i:k enoLylil /ndicetee that Thceltl le the most
solioum tbcna_ to the FictLltyl. The Thleatl Annuelized
LOll llpeCtaecy (ALl) LI eltLaated to be Innn,nnn pec
yell, v_lch |8 XZ4 ol the total A&l. TIlil Lodl ex_mlure
is lilSely due _o (dosccibe bcietly the maJo_
vuLneclOll_tlle thlt iccount fo/ the LOll|. {Hill ?hClltZ
and _iCllt3l 1110 cepleeent selioue Lone ezp_euceso/
Sill,ill Iml yell and SbbO,bbb iml yell coopectivel'_.
{IncLude the IOLIOllingw hi I ILILLII lenten©e LI
apflopllltn. J While tht ALl OI _blll_i {I llJlt{Vl_ _Ot B
_tl t{n_l o{{Ullen{l_ _Oll (tht tlt[l_l hi the 1o1_ thlt
vouL4 gillie IEOI I ILngil O_CU/Ee.¢I Ol the thtlltiil
Innn.nna poe o¢¢ulcence vbl©i vould hive • _8teltai impact
on the budget o_ the Flel_ltyl.

The lnaZylil hll ll_d t@ (flol liOl@ t_an {OU£ el "{Lve|
U_oc ceconmondatLonl:

_) £n_oimondlt_on onn_
1) co©ommondition tvo_
3) cecomnendltion t_cee, etc.

Tl_e coat to lmpleeent all t_e ce_onmendationn
pcesente4 Ln Sectl_ ] ls lnnn_nnn, tt Lo eetLaate4 that
_hlle recommended aocultty NIIUCIt Viii co•lull the tOtl_
A_I OI tl_ II{{_lt_l {lOl Innn,nnn pIC ynac to lima,i, ,
[etucn on tnveltmnnt o_ about set.

(Inlllh t|l sentence at the beginning hi the nest
pelnlCepll into the beqinnLng hi vbichevnc peloglepb you
eele¢_ u the _iElt "inlets" ALl i_lltClph. Mtl oleo that
tbl plllgllpb 18 volded in though Lt vole the plllgllph
eele_ted to lPl_ll /L/at. The cee_inLng palesllpl_a ace
wooded note tecoely, i

(U. S. State Dept.)
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RISK ANJ_J.YSIS_JRK PLA_I (NIH)

1. Develon project plan, brlef oartlcloonts.

2. Identify replacement costs for tangible assets.

3. Oeveloo single-time loss estimates for related _roceCures.

q. Analyze threats, develoo threat occurrence rotes.

5. Analyze vulneroolLlttes, aocurnent extsttng safeouar_s.

6. Calculate annual loss exoosures.

7. Identify potential safeguards. -.,

8. Cost-benefit analysis of _otentiol safeguards.

g. Oevelon reco_nendea safeguards,
!

10, Produce final report,

PITFALLSTO AVOID

• AppearingIndifferentto Humanor PoliticalCosts:"Tog
Anal_cal"

• AddrmingCriticalIssueswffhFuzzyDataANDI:ri:ply
CompuNdAns_r3

• UserMlslnte_retaflon9f Results-- E:ducotlonNeeded

• ScopeSelection- MustI_ Tolloredto Scheduleand
TeamSize

• glsconflrmedfinding:

• T_m Oudlflcotlon:

• Follureto r.,d ManagementInvdv_landVisible

• li_h to l)mlgnand ProcureSaNguard=

° O_rmphaslzln9_hlsllcoNd, Exl_nelw_utlon:

• UsingChecklistswith Hit-and-Miss Safeguard
Selection

27



TYPES OF ROGUE PROGRAMS

• Virus

- a program that attaches itself to other programs and
reproduces itself in the process

• Worm

a program that reproduces itself and propagates into other
systems without attachment to or infection of another
program

• Trojan Horse

a program that performs some unexpected hidden function

• Logic Bomb

a iece of code hidden within another program that check
P . , ° .,

for some logical condJctlon before executing
some unexpected condition (example: IF Fred is no
longer in employee-data-base THEN erase all files)

• Time Bomb

a logic bomb triggered by a condition based on time (e.g.,
IF today = "Dec 25" THEN draw Christmas-tree)

IPM PC VIRUS GROWTH

A. 1986

1 new virus: Brain

B. 1987

5 new viruses: Alameda, S. Afdcan, Lehigh, Vienna, Israeli

C. 1988

5 more: Italian, Dos 62, New Zealand, Cascade, Agiplan

D. 1989

10 at least: Oropax, Search, dBase, Screen, Datacrime, 405, Pentagon,
Traceback, Icelandic, Mistake

28



/
WORLDWIDE USERS OF PC NETWORKS

IN MILLIONS

18

15

I2 /

1986

* Estimated

'87 '88 '89* '90*

SOURCE: InternationalData Corp.

DYER, LYONS, SHAW
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NEW GAME.EXE
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reading Bulletin Board
_Today's Free Software:

Calc_2.EXE
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NEW GAME.EXE

- (Virus)
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System Boot
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Floppy Disk
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controls ',low ,_. vLrus beh,3ves (when to trigger _t, etc.l

Ldentifies l,_emt_a_ _

hosts and _n_,_,Tt_ them 1

co_)y of the ,'_!'J3

_, , . ,
Figure I. General structure of a computer virus

-------identifies programs already infected

the damage-producing part of the virus (writes messaqes,__......J

trasi*es hard disk, etc.)

imw

from Burger, Computer Viruses: A High-Tech Disease

TRIGGERDATESFOR
SOMEVIRUSES

Dill
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Fri_-ytim131hm'/
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SoushA_cm
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Aptt-t-COM
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_mmlm-E

Clmm:m.mlm_azloa

Dmm_ PAT_
Dmmo_PATs

_mW, s _A._ m4 _cm- i
i t
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PC ARCHITECTURAL VULNERABILITIES TO VIRAL ATTACKS

Operating System loaded from disk boot sectors

User capable of modifying system interrupt vector and
working storage managment fields

All disk sectors (including FATs) modifiable by users

Physical write-protection only available to the disk level,
not at the track or sector level

- 31



Boot Infectors
• Affach fo boot sectors of floppy and/or

hard disks

• Gaincontrol of system when if is powered
on

• Typically stay memory resident

• Musthaveat least their initial portions in
specific locations on disk

• Can infect any disk subsequentlyinserted
in machine (since memory res)

THEIBMPCBOOT
SEQUENCE

• ROMBIOSroutines

• Partition record codeexecution

• Boot sectorcodeexecution

• IOSYSand MSDOSSYScodeexecution

• COMMANDCOMshellexecution

• AUTOEXECBATbatchfile execution

32



ROM
IO.SYS
FU¢

A_r Alameda Virus Infection

(Spafford)

Boot

Sector

Olqqlrr G_

ool;-;

O01aH

O01A;-,_

001C;;

EXl"E_8_N

RI.EA_IIYIIE

REBaqVED

11MEC$1EA_ _I.A_TUPOA_

_CIV.A_ _I..ASTUPOA11_D

ST.MTTINQCIdJ811_I

FUEl

Layout of root drectory ar_

Thesecan be modified,likeany other
So a file can be infectedandappear
... from theoutside.

daloondisk.
unfouched...
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SYSTEM INFECTORS

Attach to at least one operating system module or device
driver (e.g. COMMAND.COM)

Gain control during system initialization following boot sequence

Only able to infect specific files

But these files present on many machines and thus provide
standard attack point

All well-behaved programs process their requests for
system services (like disk reads and writes) through infected
attack point (e.g., COMMAND.COM)

FEO_H

A000,,_

PK_ B(_4

SY811_ _ 8TN_D_.CNE

System memory map of BA-PC
(Irm _r._ r_
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Interrupt!3h

I.nterrup, 14h

,,°

Interrupt2lh
DOS

F_gu_e 3.6: Normal interrupt u_age

l_enup_ commonly used by viruses (values in hexadecimal)

8 System timer (c_led 18.2 times a second)

9 It_y_ interrupt

13 BIOS floppy disk inpur/ouq_

17 Prinzer inlznupt

19 System warm boot

iC System_a_r(_ in=nulx)
21 DOS __i

25 Al:_lum dls_ _1 imenui_

26 Abmlum di_ wdw imermiz

27 Tenatnm md my n_idem

2S _ busy_
70 Real time clock interrulx

(Spafford)

Interrupt 13h

Interrupt 14h

..o

Interrupt 21h

\

BtOS
ROM

DOS

VIRUS

35



CASEHISTORIESOF
VIRUSES

• 8RAIN:Sef up topropagate internationally

• SCORES:Attackedinfernal programsaf a
major corporation

• SHRINKWRAP:Commercial software

accidenfallypropagateda virus

• ISRAELI:Some considereda political
weapon

• INTERNETWORM:Massivedenial of service

around country through a trap door

COMPUTER VIRUS CASE HISTORY

THE PAKISTANI VIRUS

- DISTRIBUTION:
• THE VIRUS WAS DISTRIBUTED ON BOOTLEG VERSIONS

OF MS-DOS SOFTWARE SOLD IN PAKISTAN.

- CREATION:
• IT WAS CREATED BY 19-YEAR OLD BASIT ALVI.

- EFFECTS:
• IT REPLACED BIOS DISK INTERRUPT, AND WHENEVER

THIS BIOS CALL WAS MADE IT INFECTED ALL DISKS
ON THE SYSTEM.

• IT WROTE 'WELCOME TO THE DUNGEON' ON THE
BOOT SECTOR OF A DISK, RENDERING IT
UNREADABLE.

• IT WROTE 'BRAIN' ON DISK LABEL

• IT INFECTED "i90,000 DISKS IN US, AND AS MANY AS
10,000 AT GEORGE WASHINGTON UNIVERSITY.
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INTERNET"WORM"
• ExploitedBSD4.2 Unixand utility program

flaws (features?)

• Bug causedreplicationmuch faster than
intended,iamming 2,000-6,000 computers

• Useda dictionaryattack against 1-way
encryptedpasswordsstoredunprotected

• Usedan integrity bug (buffer overrun)

• RobedMorris,Jr. convictedJan. 1990
under 1986Cpfr Fraud & AbuseAct

THEINTERNETWORM
• C program releasedin November1988,

propagatedto many Internethosts

• So busypropagating,it tied up the net

• Couldhavedone major damage:deleteor
modify existingfiles, record passwords

• Didnot invokesuperuserprivileges
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THEINTERNETWORM
Overview

A. Two paris
- Mainprogram
- Bootstrap(GrapplingHook)

B. Main Program
- Exploitedhostfor data relatedto remotehosts
- Initiatedafacks
- Actedas serverto infectedhosts

C, Bootstrap
- Infectedremotehosts

- Compiled,linked, ran on remotehosts
- Retrievedmain programontohost
- 99 linesof C code

D. Camouflaged

BootstrapAttacks via Trap
Doors

Ao

BO

C0

DI

Electronic Mail

- ExploitedSENDMAIL'sDEBUGoption

DEBUGOption
- Allowssequenceofcommandstobe sentasmail

message
- Thissequenceinstructedhostto strip header,

passbodyto..
... command interpreter,whichcausedthe worm
sourcein body
... to be compiled,linked,and executed.

MostmachinescompileSENDMAILwith
DEBUG*ON*(manystilldo)

Mostbinaryversionsalsodeliveredwith
DEBUG enabled

(courtesyVoreh,Crlder,Reagan)
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Ao

Bootstrap Affac Trap
Doors

SystemQuery BUGin 'finger' command
- FINGERdidnorangechecksoncommand

parameters
- Wormpassedlargebuffer,overflowingcommand

buffer

B. REMOTESHELLallows access to trusted

host w/o passwordcheck

C. REMOTEEXECallows remote execution

given name and passwd
- MorrisattemptedREXECconnectionswithguessed

passwd
- Guesses:null,no p/w, username,name

backwardsandappended
- Guesses:432word list of commonpasswords

InterneeVirus Lessons
Learned

(Eichinend Rochl[s CACM6/89)
• Connectivityimportant:can't get timely fixes if

off the network

• Old boy (trusted) networkworked

• Late nightauthentication(of fixes) a problem

• Whomdo you call to find mgr of OSUcamp
center from MITat 3 a.m?

• Speaker phones and conference callingvery
helpful

• Mislnformation and illusionsrun rampant

• Toolswen=not that important(hand decompiled)

• Source availabilitywas important

• Academicsitesperformed best

• Hard to work with press houndingyou MIT++
Berkelq -- 40



Infernef Worm Open
Issues

(Eich[n and Rochlis CACM6/89)

• IgnoringLeastPrivilegePrincipleLeftThis
DoorOpen

. Authorwas an insider,so many procedural
andfechCMs wouldfoil

• Bockupsgood. Don'tmake cureworse
thandisease.$ toprotecttoohigh?

• DefensesMUSTbe athost,notatnetwork

• Logging info Tsimportant

• Denial of serviceaffacksare easy

• A centralsecurityfix sourcemay be a
goodideo

• Avoidknee ierk reactions

CERT Contact Information

For Emergencies:

(412) 268-7090

For Information:

(412) 268-7080

Electronic Mail:

cert@sei.cmu.edu

U.S. Mail:

CERT/CC

Software Engineering Institute
Carnegie Mellon University
Pittsburgh, PA 15213-3890
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SAFECOMPUTING
PRACTICES

(Be careful but be reasonable.)

• Mandatory:BACKUP,BACKUP,BACKUP!

• Discretionary: boot from hard drive,
minimize BBSuse, don't loan disks,...

• ... don't execute programs of unknown
origin, install new s/w on isolated sys.

• ... Make command and executable files

read only, remove from root directory...

PROTECTIONMETHODS

• Safe Computing Practices

• User Awareness and Policy Guidelines

• SoftwareProtection

• Hardware Protection

42



SOFTWARE PROTECTION

Monitor system activities

executable files

configuration files

- operating system functions
device drivers

boot blocks

RAM

-r-sP.. p_._.-,,..+. _._,,-+_.r.,)

• Perform other useful functions

- initiate password protection

- screen program execution

perform file management functions

- maintain operational logs

Limitations

produce false alarms

cannot detect all viruses

DYER, LYONS, SHAW

\

SOFTWARE PROTECTION PRODUCTS

x X x x x x x x

X X X X X

"="=' X X X X X X ,X

o_, x x x x
'=" X X X X ,

X X X X X X X X

,...°""°" X X

-'2•,.... x x x x x
OI_FI_I1NO
S_S_ OOS Ol_ COS (I_ 006 _ I_l

COST 3sl.es tel.00 el.sis 7t,ts I0.00 20.00 211s.00 24.e6

RNd
nB)Jlq_

OYER, LYONS, SHAW
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SOFTWARE DETECTION PRODUCTS

u_so.o=,, X X X

_,_X X X
× ×

_ X

_ X X_ X
X X X

o_

X

X X X
I_'RJ_

X X

COST 99.00 10.00 SIIJS

RAM

X X

X X

X

X

sl.00

X

X

X

X

X

ISO.O0

X

X

X

X

X

X

Sl.IS

DYER, LYON8, SHAW

\

SOFTWARE IDENTIFIG:ATION PRODUCTS

OPERATING

PRODUCT SYSTEM VIRUSES IDENTIFIED COST

Ad',4TIVl _ _ NVIR PUBLIC DOMAIN

OISINFECTANI _ ALL MAC VIRUSES PUBLIC DOMAIN

SCORES Pt,_LIC OOHAINFERRET MAC

OO3tBt'I DATACRIME OAT ACRIf'IE

INTERFERON MAC NVIR.SCORE$. +SNEAK VIRUSL_S"

KILL SCORES MAC SCORES

NVIR A,,SSASSIN I"IAC NVIR

VIREX MAC PEACE,NVIR.SCORE5

VIRUS DETECTIVE HAC PEACE.NWR.$CORE5,HPAT,

INIT 29. ANTI

VIRUS RX MAC ALL MAC VIRUSES

VI-SPY 005 22 MS DOS VtRUSE5

44

$ :35,00

5HAREWARE

PU6LIC DOHAIN

PUBLIC 00rIAIN

$ 99.95

_wAqE

PUBLIC DOHAIN

$ 25000

DYER, LYONS, SHAW
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RECOVERY

° Notifythosewithwhomyoumay have
sharedinfecteddiskefles

• Usea disinfectionutilify

• Usebackups

COMPUTER SECURITY AND VIRUSES:

Don't Miss the Big Picture!

T

E

C

, Viruses
I

t t

Operetin
System

N

CryptoI

C

A Other

Teghntcll

L

\
Trojan Horses

ADMINISTRATIVE

LEGAL

O11-ER

I

Js¢

-- 45



THE FUTURE - TECHNICAL

Automatic backups (exist now, more or
less cumbersome)

Automated configuration management

by a separate processor

Required unforgeable identification
and authentication at terminals + better

log

-Maintain audit trail (liability chain)

"Blessing" or "trusting" mechanisms
before software runs on a system

LEGALEFFORTSAGAINST
RP's

• 1986 Computer Freud and Abuse Act:
crime fo knowingly gain unauthorized
access..

• ... fo a govt. computer and cause

abnormaloperation(convictedMorris)

• 1988 legislation (HR55): crime to insert
unaufh, code or into that would cause..

• ... loss, through interstate commerce

• CA Sec 502 Penal Code: Individuals who

author and/or knowingly distribute a ...

• ...virus face $10K fines, loss of eqpf, and
three years in jail

• COMPENDIUMOF'STATE,&NOLOCAl.LAWS
AVAILABLEFROM:

• AOAPSOat (703)522-5055
48



ROGUEPROGRAM
READINGS

especially highly recommended

• Branscomb, Rogue Compufer Programs c,nd

Compufer Rogues - Tailoring fhe ...

• ... Punishment fo Fif fhe Crime

• Sfefanac, Mad Macs

• Spafford, The Infernet Worm Incidenf

• Virus Protection Software: Summon/of
Feafures and Performance Tesfs (PC Mac._

• VlRUS-L/cornp.virus(newsgroup), contact
krvw@SEI.CMU.EDU

• VALERT-L,exclusivelyforpostingsubstantiated
virusalerts,krvw@SEl...

• RISKSlcomp.risks,RISKS-Request@CSL.SRI.COM

• Zardozlimitedtoregisteredsitesec,admins,,
zardozLneil@uunet.uu.net

• Highland,ComputerVirusHandbook,375 pp.,
ElsevierAdv,Tech.,NY,$153

• Spafford,Heaphy,and Ferbrache,Computer
Viruses:Dealingwith,.,

• ...ElectronicVandalism& ProgrammedThreats,

ADAPSO,approx.$10

• Hoffman,RoguePrograms,Van Nosfrand
Reinhold,Spring1990

all in Hoffman, Rogue Progran_s

jt

-- 47



EASIESTPENETRATION
PRINCIPLE

An intruder must be expectedto use any
available means of penetration. This will
not necessarilybe the oneagainst which
the mostsoliddefensehas been installed.

CharlesPfleeger1988

TYPICALATTACKS
• Attackson Hardware

, Attackson Software

° ... Software Deletion

• ... Software Modification

. ... Software Theft, including Attacks on
Data

, Data Secrecy

• Data Integrity

48 ,=
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PRINCIPLEOF
EFFECTIVENESS

Controls must be used to be effective.

They must be efficient, easy to use, and
appropriate.

Pfluger,1988

BASICENCRYPTION&
DECRYPTION

• Encryption:a meansof aflaining secure
communicationsover insecurechannels

• CLASSICALMETHODSFIRST- SUBSTITUTION
ANDTRANSPOSITION

TERMINOLOGY
• S: Sender

• R: Receiver

• S sendsmessagefo R overtransmission
mediumT

• Therecan be O, an outsider,whois an
interceptoror intruder

5O



TERMINOLOGY

Plaintext

• ENCRYPTION:encodinga messagesothat its
meaningis not obvious

• DECRYPTION:thereverse

• CODE:word(s)intoword(s)

• CIPHER:symbols(characters)intoothersymbols
(charactersorbit strings)

• ENCRYPTION:coversbothencodingand
enciphering

• PLAINTEXT:originalform of message;P= [pl,
p2,.,., pn] P:D(C)

• CIPHERTEXT:encryptedform, C=[cl, c2, ..., cm].
C:E(P)

• P= D(E(P))

Ciphertex
._ Decryption

Original
Plaintext

Single-Key Cryptosystem

Plaintext

Encryption Key
KE

Encryption
Ciphertex

Decryption Key
KD

_ Decryption

Original
Plaintext

Public-Key Cryptosystem

5_
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SUBSTITUTII]NCl)HERS
Monoalpl abefic

• Caesar cipher (Julius Caesarwas said to
have employed if; many children do)

• Ci= E ('Pil= Pi+ ,3

• Plain:ABCDEFGHIJKLIvINOPQRSTUVWXYZ

Cipher:defghijklmnopqrstuvwxyzabc

• Example:TREATYIHPOSSIBLE
wuhdwb Ipsrvvlech

• Easytouseinfield:algorithmneednotbe
writtendown.

° Once cracked, it's really cracked!



Example _ssage: plaintext and ciphertext

• ÷

ENCRYPTION IS A MEANS OF ATTAINING SECURE COMPUTATION

OVER INSECURE CHANNELS

BY USING ENCRYPTION WE DISGUISE THE MESSAGE SO THAT

EVEN IF THE TRANSMISSION IS DIVERTED

THE MESSAGE WILL NOT BE REVEALED

hqfubswlrq Iv d phdqv ri dwwdlqlqJ vhfxuh frpsxwdwlrq

ryhu lqvhfxuh fkdqqhov

eb xvlqj hqfubswlrq zh glvJxlvh wkh phwdJh vr wkdw

hyhq li wkh wudqvplwlrq Iv glyhuwhg

wkh phwdJh zloo qrw eh uhyhdohg

C,e,w t.

COUNTS AND RELATIVE FREQUENCY: example ciphertext

hqfubswlrq lv d phdqv ri dwwdlqlqJ vhfxuh frpsxwdwlrq

ryhu lqvhfxuh fkdqqhov

eb xvlqj hqfubswlrq zh glvJxlvh wkh phwdJh vr wkdw

hyhq li wkh wudqvplwlrq Iv glyhuwhg

wkh phwdjh zloo qrw eh uhyhdohg
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MONOALPHABETIC
CIPHERS

Cryptanalysis
• Guessing,using clues: short words,

commoninitialletters, etc.

• Frequencydistributions
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rABLE 2.1 LETTER FREQUENCY

C)ISTRIBUTIONS IN ENGLISH
AND PASCAL

English Puc 

a 3312 7.49 664 4.70

b 573 1.29 197 I..39

c 1568 3.54 878 6.22

d 1602 3.62 511 3.61

• 6192 14.00 1921 13.60

f 966 2.18 504 3,57

hg 769 1.74 294 2.01
1869 4.22 478 3.39

! 2943 6.65 1215 8.60

i_ 119 0.27 6 0.04
206 0.47 87 0.61

I 1579 3.57 722 5.11

m l,q]O 3.39 270 1.91

a 2982 6.74 1157 8.19

o 3261- 7.37 835 5

p 1074 2.43 340 2.41
q 116 0,26 " 12 0.08

r 2716 6.14 1147 8.12

s 3072 6.95 594 4.21

t 4358 9.85 1311 9.211

u 1329 3.00 377 2._

v 512 1.16 127 0,89

w 7q 1.69 193 1.36

z 123 0.28 139 0.9tl

Y 727 1.64 137 0.96

z 16 0.04 5 0.03
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POL-YALPHABETiC
SUBSTITUTION

Example

• ABCDEFGHIJKLMNOPQRSTUVWXYZ

• adgimpsvybehknqfwzcfilorux

• PIl(a)= 3a mad 26 above for Odd
Positions

• ABCDEFGHIJKLMNOPQRSTUVWXYZ

• nsxchmrwbglqvafkpuzejofydi

• PI2(a)= 5a + 13 mad 26 abovefor even
positions

• TREATYIMPOSSIBLE

• furnnf dyvffczyshh

= NoteSS -> cz, E -> m or h (T still -> f
bothtimes, etc.)

SECURITYOF
ENCRYPTION

• Not alwayswhat it seems

• Bruteforceattackona messagemayfake
all 26! decipherments.

• Atonedeciphermentpermicrosecond,

assuminga crTptanalysfwiththe,,,

• patiencerequiredforeviewtheprobable
lookingcandidateplainfexfs,,,,

• ifwouldstillfakeover10,000YEARSto

reviewallthedecipherments,

• But,,,frequencyanalysisreallycutsdown
thistimeformessageslongenough
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CRYPTANALYSIS
Methodsof Attack

•Affempt fo break a singlemessage

• Tr7 to. find patternsin encryptedmessagesand
then Induct the algorithm.

itself

• Crypfanalysf reliesupon these:

• Try to find a general weaknessin the algorithm

Q

Encryptedmessages

Knownencrypfionalgorithms

Interceptedplaintext

Knownor suspectedplaintext

Mathematicaltechniquesand tools

Languageproperties

Computers

Ingenuityand luck
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INDEXOF COINCIDENCE
• IC is a measure of variationbetween

frequencies in a distribution

• Let PROBa= probabilityof an a, etc.

• For a perfectlyflat distribution,
PROBa=PROBb=...=PROBz=1/26=0.038

• On a graph of a true distribution,a peak
is a relativefrequency > 0.0,:38

• A valley is a relativefrequency < 0.038

• Roughnessof distributionof Englishtext
against 0.038 as a baseline:

o.o
O Ill I ¢l O t t11Iio I I I I m_ellt l I U Vlly I

+

• IF we have lots of cipherfext

• ANDunderlyingplaintexthas a fairly
standarddistributionof letters,

• THENwe can use IC to predictthe number
of alphabets.
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INDEXOF COINCIDENCE
NUMBEROFALPHABETSINDEXOFCOINCIDENCE

1 .068

2 .052

3 .047

4 ,044

5 .044

10 ,041

large .038

CRYPTOGRAPHY
FurtherReferences

• KAH67DavidKahn,The Codeb'reaJcers:
classicbesidereading

• FRI76Friedman: originalworkfirst part of
20th century;key In WWl,WW2

• SIN66Sinkov:hlghlyreadablepresentation
of elementarycrypto

• KON80:Konehim:more mathematical

• MEY82:Meyerand Matyas:more
mathematical

• DEN : Denning:basicintro lncl introto
into theoryconcepts

, 59
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PUBLICKEYSYSTEMS

Originators: Diffie &
1976

Hellman

• Two keys: public and private

• User's publickey not secret;privatekey is
secret

• Saveson total numberof keys to manage,
sincen-user systemneedsn(n-1)/2 keys

• Unreasonableto expectusersto memorize
that manykeys

• EXISTINGUSERS NEWUSER

_1: ""_'"'"

f=

• NEWKEYSADDEDDENOTEDBY- - -

• Keysoperateas inverses

, P = O(Kpriv,E(Kpub,P))

• P = O(Kpub,E(Kpdv,P))

• Nown usersrequireonly2n keys
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Caroling the public
1.Pickanoddnumber,E
2. Pick two prime numidia, P and (2,

where (P-.1XQ-1)-I 1oevenly divisible
by E P"7, Q-l?

3. Multiply P and Q to get N (about 200 di_jitsNmpxO,zTx17,,11i)
4. _atenato N lind E to get tM

encryptlno Or public key

Creating the private key
1. Subtract ! from P, Q, and E, multiply

the roeultlk and add 1

2. Divide result by E to gel O
3. Concatenate N and D to (let the

(k_ryptlnG _r private key

bcrypting themeeeq, wire the puldlcm
1. The meeuge Is converted to numefl.

cat elulvaientL The letter 8, for ex.

ample, may be repremmted by 19
2. The aigodthm c= pe rood14

a) raiml plain text to I)owef of E
b) Olvk_ by N

3. The remainder Is the encrypted value
or cipher text

I)m:ryptlng the a4plwr text with the pdvmto key
1. The algorithm

a) raiee cipher _ext to power of D
b) Divide by N

2. The remainder le the dacrypted value
or plain text

E-5
ideal[v both P and Q aro about 100 dt*lLts

Public key- NE,,1198

(P-1XQ-1XE-I) + 1-6x lax4+ 1-386
D,,316_--/7

Private key,, ND,,11977

Plain text - 111

11P.24/0(_
247eOOW1111)-;lO007 with a remainder Of 06

Cipher text -(16

M n "1.27.... E140
1.27... E140/119-1.008... E138

with a nimaindM of 19

:;'lain text --19

SINGLE KEY SYSTEMS

If key remains secret, authentication

provided also --

is

Only the legitimate user can produce a
message that will decrypt properly
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SINGLE KEY SYSTEMS - PROBLEMS

o If key revealed, interceptors can
immediately decrypt all available
information

o Imposter can
messages

produce and send bogus

O (Change keys fairly frequently)

Key distribution problem -- separate
channels, by hand, in pieces (Pfleeger)

SENDER

Segaratel

Kty

,, L I

kllk
t I 2

Securl Communicltionl Link

\
\ RECEIVER

\ R_membks

Key

\
\

\

\
\

\
\ \

\ \
\ \

\ \
\ \

1 i • r _
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PROTECTIONSFORO.S.
USERS

• Operating systemssupport
mulfiprogramming, and thusprovide...

• - memoryprotection

• - file protection

• - controlof accessto objects
• - userauthentication

• (in non-PC systems)

ObjectsWhichRequire
Security

• - memory

• - sharableI/0 devices,e.g., disks

• - serially reusableI/0 devices,e.g.,
printersand tape drives

• - sharableprograms and subprocedures

• - sharabledata
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LEVELSOF SEC.
OFFEREDBY O.S.

• No _otection. OK whensensitive procedures
run at separatetimes.

• Iso_¢tiorL Each process has own addressspace,
files, and other objects.

• Share all or sh(zrenothing. Everythingis
eitherpublic or privateto owner.

• Share via access limitation. Whether user

can access objectis on a list.

• Shareby c_a_lities. Dynamiccreationof
sharingrightsfor objects.

• Limit use of an object. Protectsuse as well as
access(e.g., view, don't print)

• GRANULARITY:bit, byte,element/word,field, file,

volume? It depends!

MECHANISMSFORO.S.
SECURITY

• Physicalseparation(e.g., separateprinter
for different output sec levels)

• Temporalseparation(periods processing)

• Logicalseparation(O.S.protectsobjects
outsideuser pgm's domain)

• Cryptographicseparation(data and
computationsunintelligibleto others)

• Combinations of the above Bs



U$|R A OiMINCTORY PII.ES

i '''_'_ I°'l_ I I

k__l'

U$1M I DIMI(_I'OMY

Atom

File _me Milieu

_r_,'rup ox _, •

,.,v... /0tw-" •
,5o.,x, "-Jr-- --

- ]

____._

PROTECTION
MECHANISMS

Access Control Mofrix

• A matrixwhereeachrowisa subject,
eachcolumnan obiecf,andthe...

• ...matrixentryspecifiestherights.

• Usuallysparse,thusinfrequentlyusedaso
matrix.

• o_woRwo-i R _x x R w

; Um*.il R - - Pl X X it W

Ulmr.$ RW R it X X It W

Um'.T . . . Pt X X I_ W

Ik_ MGII RW OX OX OLIN/ 0

ulllM.Im - - 0 X X f_ W
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FILEPROTECTION
MECHANISMS

• Additionalmechanismscame foincludea

passwordassociatedwitha file.

• Problems with passwords include:

• - Loss. System administratorcould
intervene to fix.

• - Disclosure.If PWthen changed, all
legitimate users must be notified.

• - Revocationof a right =--> PW is
changed-'-'> same problems as disclosure

USERAUTHENTICATION

• Mostauthentication systems for computers
use something user knows

, ... like a password./Can also use
somethinguser has, or is)

• Passwords:length and format vary and
can greatly influence security

• Identification <> authentication<>
authorization

• Generally systemrequires authentication
ANDidentification to match
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DISTRIBUTIONOF
ACTUALPW's

(Morris and Thompson, 1979)

• 86_ of a sample of 5289 could be

uncovered in one week, at 1 ms/password

• 0.5_ were a singleASCIIcharacter

• 2_ were two ASCIIcharacters

• 14% werethreeASCllcharacters

• 14_ were four leffers

• 21% were 5 leffers, all the same case

• 18_ were 6 lower case letters

• 1,5_owerewords in dictionariesorlistsof

names

• (Theabovetotalfo86_0)

ADDITIONAL
AUTHENTICATIONINFO

w

• Can only allow usersaccess at certain
times and/or from certain terminals

• Problem if users work overtime or need
access from out of town

• Can be solved by prearrangementwith
security office,burstill a hassle
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THINKOFA WORD.

• Is it long?

• Is it uncommon?

• Is it hard to spell or pronounce?

• -- Probably "NO" to all of the above.

• If the chosen password is too shaft, search
space dramatically falls, e.g.,

• All 5 character passwords take only 12,356
seconds ~ 3.5 hrs. @1 per ms.

• Typical chosen passwords: names of
friends or family, projects,etc.

ATTACKSON
PASSWORDS

• Can try all combinationsof n characters or
n password-characters

• Can try likely passwords for the user (o,
pr'Lo'r/, knowledge)

• Can search for an unencrypted system
password list

• Can spoof the user
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CERTIFICATIONOF
SECUREOSs

• CERTIFICATION[s process of assessing
quality of the testing that has been...

II ... performed and assigninga measure of
confidence in the correctnessof the...

• ... system.

METHODSOF
EVALUATION

of an Operating System

• formal verification

• informal validation

• penetrationanalysis
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r_V/4LU/4111"IU U,35;

FORMALVERIF.
• Most precise method of analyzing securih/.

• The OS is reduced to a "theorem" which is

then proven.

• The thin. asserts the OS is correct: if does

what is should and nothing else.

• CAN TAKEMANYPERSON-YEARSOF EFFORT.

• Computer programs ("theorem provers")
help.

• Example:

r
8OHE$'WELL INFORMATIOH SYSTZ_, INC.

Federal S¥8_:_8 DlvisJ.on

SCO_UP Trusted Softwt:e Fornal Specifl_ltS.onj

5. rile DLspla¥

P=oof of _%_KED_CORI_ECTL_:

(I) Rlz DISPLAI_FILE_ACTION (FOISP, PATH, ST}

H2: NULL (DISPLAY) ne FI}ISP
->

CI: PAG£S_LASELED (FDISP, PATII, ST)

Expanding DISPLAT_rIL£_ACTION results in the goal

(3) Kll RZAEABLE_FIL£ (PATR, ST) 6 SZG_tlTS_CONSISTLNT (PATH, ST)

-) CONCAT_ALL_PAGES (FDISP)

• GET_FILE_OONTEIIT$ ( ST. FILESYS. ROOTS [P&TJ ]. FILl

•- PAGU_L, AIJI_LID (FDISP, P&TH, ST)
!121 not, REA_AJLE_FILE (P&Tl, ST)

o¢ not 8ERIRITS_(DIISISTEI_T (PAOli, STI
-> NIILL (DISI_A_| - FDISP

H3s MOLL (DISI_AT) no /'DIS])
->

ell PAGF--__LA8115"_I_ (rlIISP, PATle ST)

Sinplit¥ing, we g41_8

(Sl Eli IIEAI_ABLE_I_LI {PATIIe STI

H2, S_GMF2MTS_COHSISTENT (PATJ, ST)
&It READAJLE_PILE (PATH, ST) & S_R_NT$_(DMSISTEHT (PATH, ST)

-> CON CAT.ALL_P&G E5 (POISP)
• GET.IPILE_ODIITEHTS { ST, FILESYS. ROOTS {PATB ]. FILl

PAGES_LA_-ED (PDISP, P&_, ST)
H4_ NULL (DZSlq_A][} ne FDISP

->

el: PAGES_LA_ELED (_DZSP, P&TE, ST)

SimpLi(¥L,g, ve _t_:t

(7) C1. T_|

t

This (_mpleUs _he pcoof of Na_.UD_CGRR£CTLI.

• • • • • • • • • • • • • • • • Q • • • • • • • II

P=oof of PItZHTIO_CQIU_C%_,_:

(i) 8.1,1 DI|IW_A__I_IL|.A_ION (FgI|P_ PATE, ST)
]_s ROLL (DlJIP[_k_l ne L_DISP

_e_ rise _._ 71 PEooE8



THE LIMITSTO MODELS

"...if the model grows fo the point where it

con no longer be easily understood, then

much of its value is lost." --"Proving

Multilevel Securit7 of a System Design",
Proc. 6fh ACM Symposium on Operating
Systems Principles/Nov. 19771, 57-65.

R. J. Feierfag, et al.

PROBLEMSWITHFORMAL
VERIF.

• Note howthe algorithmin the flowchart is often
usedin infro programming,

• and it's easy to convinceyourself it is correct.

• The algorithmABOUTTHEALGORITHM(the
verification)takes longerto explain,

• is longerto write, and is tougherto understand.

• This illustratesthe two principaldifficultieswith
formal verification:

• time: time-consuimgto state the assertionsat
each step and verify flow

• complexity:for some large systemsit is
hopeless(spaghetticode)
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PROBLEMSWITH
PROGRAMPROOFS

• Formal proofs for SCOI_Pare inches high.
Who reads and, then, who believes?

• DeMillo,Upton, Perlis., "Social processes
and proofs of theorems ...

• and programs", CACM22, 5 (May 1979),
271-280.

• Respondingleffers by' van den Bos,
Lamporf, and Maurer, CACM22, 11 (Nov.
1979)

• Fefzer, J., "Program verification: the very
idea", CACM31, 9 (Sep. 1988)

• Angry responses in CACM(March 19897)

CANNON-TOYPROOFS
BE DONE?

"The problem with engineers is that they
fend to cheat in order to gel results. The
problem with mathematicians is that they
fend fo work on toy problems in order to
get results. The problem with program
verifiers is that they tend to cheat at toy
problems in order to get results." --
1980 IEEESyrup. on Sec. and Pri., 145ff.

S.R. Ames Jr. & J.6. Keeton-Williams
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Tiger Team Penetration
Testing

• Team of "experts" tries to break the
system being tested

• An OS thatfailssucha testisknown to

haveflaws,One thatpassesis,,,

• notguaranteedtobe error-free.

NCSC CERTIFICATION

"The Orange Book"

• TrustedComputerSystemEvatuatio_Cr_te_a

• Originally,idea wasto havesomethingto stick
on back of an RFP,

• Progressionof securityrequirementsreflectedin
rating:

• A1

• B3

• B2

• B1

• C2

• C1

.D

74



Evaluation Criteria For Trusted Computer

Systems

Security Mechanisms

Informal Analysis

Assurance by Test

Minimal Protection

Least Oesirable

) Secure System Design

Formal Analysis

Assurance By Formal Proof

Mathematically. Proven Protection

-_ Most Desirable

pPc

TRUSTEDCPTRSYS
EVALCRITERIA

(TCSEC)

Clllmll D CI Cl ILl II ILl 41

11110----

_Imw_r I I I l -- -- --
Sqmmmmdl._mdkL_mmm I I I I -- -- --

_141mmD_ I I I I -- -- --
II _ IIIII----
_Imn._Tl 1 I 1 1 e -- --

/ IIIll.--

d

mm llllel-

Smhmwwl, I ® . o . -- --

II.IIT_ I ® ® I I ® ®
_le.mkmmmx_mm I I I l S l I

_rbl,id_mli I I I I I I I
_mmpm. I I I I ® O -

CLl_wmmNmlmmm I I l I ® -- ®
_I_ llmIll-
_omum -i I I I I I I

DMTImlmI

_Dmlmmm I ® _ B ® ® Q
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HIGHLIGHTSOF TCSEC

* D:Zilch

, CI:DiscretionarySecurityProtection

, -- forcooperatingusersprocessingdataof
some sensitivitylevel

• -- Usersallowedto protecttheir own data.

Security fcns protected.

• -- Example: MVSrunning RACF

• C2: ControlledAccessProtection

• -- Protectionimplementabledownto a single
user.

• --- Audittrail can track each individual'saccess

toeachobject

• -- No residueexposure

• -- Examples:MVSwith ACF2,DECV_ VMS

• BI: Labeled securi_/protection

• Nondiscrefionary (mandatory) access

control of each subject and object.

• Access control based on a model with both

hierarchical and other categories

• Mandatory access policy: BelI-LaPadulo
model

• Design documentation, source and obiect

code thoroughly analyzed and tested

• An "informal or formal model" of the

security policy shall be available
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TCSEC(Continued)
• 82: StructuredProtection

• Majorenhancementfor 82 is design
requirement:

• A verifiabletop-leveldesign,and testingmust
confirmthat system...

• .,. implementsthisdesign

• Modular

• Leastprivilege

• Accesscontrolpoliciesenforcedon all subiects
andobiects,includingdevices

• Covedchannelanalysisrequired

• Systemprotectedagainstexternalinterferenceor
tampering

• Example:HoneywellMULTICS

• B3: Securitydomains

• High-leveldesignmustbecompleteand

conceptuallysimple

• Convincingargumentmustexistthatsystem
implementsthisdesign

• Smallenoughforextensivetesling

• Designshallmakesignificantuseoflayering,
abstraction,intohiding

• Complete,mediation

• Securityfunctionsfamperproof

• Highlyresistantlopenetration

• Systemauditfacilitycanidentifywhena
violationofsecurityisimminent

-- 7?



TCSECThe Last

• At:VerifiedDesign

• Formallyverifiedsystemdesign

• System capabilitiessame as class B3

• Five criteria for A1 certification:

-- formalmodelofprotectionsystem,proofof

itsconsistencyand adequacy

-- formal top level specificationof protection
system

-- demonstration that top level specification
conformsto model

78

, --implementation"informally"shown

consistentwiththespecification

, -- formalanalysisofcovertchannels

, Example: HoneywellSCOMP



EXAMPLESOF SECURITY
INOSs

Unix

• neverintendedtohavehighsecurity

• easysharingmuch moreimportant

• Unixsysadminisby dogma pad-timeand a
programmerwithfew securityfunctions

• One "superuser"who can do anything

• Mostsystemattacksaim atobtainingrightsof
superuser

• Most sensitiveutility programsare OWNEDby
SUPERUSER.

• Usingsetuid,user's accessrights are those of
ownerof utility,not user,

• One securityflawin one utilityprogramgives
verywideaccess,

• (NoteSENDMAILflawunderUnixinInternet
Worm incidentof 11/88)

VAX/VMS
• Star'fedoutwithmoderateprotection,
mainlydiscr,controlsbyusers

. Modified,so now approvedatC2 TCSEC
level,Modificationsinclude

• _cess controlsatsinglesubjecVsingle
objectlevel

• passwordcontrols

• auditing_nctions whichtrackselected

securityevents

• moni_or_ fu_tio_ that warn
administratorsofsuspiciousevents

• en,cnjptionavailableat user'srequest
7g



MANDATORYAND
DISCRETIONARY

• Rings,as basicallyused,,are

nondiscretionaryormand,o,to'r9 controls:

, Theyapplytoallobiecfs,regardlessof
contentsorowner,

• A given segment can also contain
discretio_ controls to further check

TYPICALFLAWSIN OPER
SYSTEMS

• VOProcessingis a big weakspot.

• -- J'_.d_e_e'nt, intelligentdevices,controllers,
and channelsoperating

• -- Theseindependentunitsfall outsidethe
kernelor the OS'ssecuritycode

• -- I/I:)codecanbe morecomplex;so harderto
reviewor prove

. -- I/0 codesometimesbypassesOSfunctions
for efficiency => bypasscheck

• Ambiguityin accesspolicy

• --Important to haveseparationof
users/programsand protection/isolation

• -- Alsoveryusefulto havesharing
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TYPICALFLAWSINOPER
SYSTEMS
Continued

• Incompletemediation

• -- Withoutexplicit reqmt, designers
minimize machine resources used

• Generality

• -- Someadd-on packages must take on
same access privilegesas oper system

• -- The "hooks" providedare trapdoors for
any user to penetrate the oper sys

EXAMPLESOF O.S.
FLAWS

• I/0 commands often reside in user memory
space. Any user can alter ...

• ... sourceor destaddrafter I/0 command
hasstarted.

• (works this way becausecomplete
mediationmaybetoocostly)

• SVCfor installation of other security
packages. Wheninvoked,returned to...

• ... user in privileged mode. Noadd'l
checks to authenticatepgm invoking SVC



CERTIFICATIONOF
SECUREOSs

• CERTIFICATIONis processof assessing
qualityof the testing that has been...

... performed and assigning a measure of
confidencein the correctnessof the...

, ... system.

METHODSOF
EVALUATION

of an OperatingSystem

• formal verification

• informal validation

• penetrationanalysis
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DENIALOFSERVICE
ATTACKS

AI

BII

GreedyPrograms
- Accidentallyorintentionallyconsumeall

resources

- Ex',ComputerPIinbackground

Loops
- I/O(channel)programswhichneverterminate,

thush=ltCPU

C. Viruses

DATABASEADVANTAGES

• SHAREDACCESStoone common,
centralizedsetofdata

• MINIMIALREDUNDANCY,so individualusers
neefnotcollect/maintainown data

• DATACONSISTENCY:a changetoonevalue
affectsallusers'views

• DATAINTEGRITY:data values_ secure

against accidental/maliciouschanges

• CONTROLLEDACCESS:onlyauthorizedusers
allowed to viewor modify data values

• EFFICIENT(hopefully).
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E×AMPLEF)FFION!.I.IISIrlVEPROPERrlESUSEDTONARROWDOWNAFIELD

I_L: l_IATtlDEGREE FROM CARNEGIE [ECII

P2: PH.D. IN COMPUTER SCIENCE FROM STANF(IRD

P3: CURRENTLY ON FACULTY AT GWU

Pfl: (THAI'S Er_OUGH!)

C(ALL)--IZ OO0 000 STUDENTS, FACULTY, STAFF

C(PI)--7 000

E(P2)= 100

C(P3)= 1300

C(PI AND P2 AND P3) = I (YOURS TRULY!)

C(P], ANI) P? ArID P3 AND eLI) = I OR O, DEPENDING ON P|I.

STATISTICAL DATA

ME ItlODS FOR DOSSIER

J. ISOLATE THE INDIVIDUAL IN THE DATA BANK.

BANKS

EX RACTION

2, PLACE THE INDIVIDUAL IN A GROUP WITH A GIVEN PROPERTY.

3, PLACE THE INDIVIDUAL OUTSIDE A GROUP WITH A GIVEN PROPERTY,

/_, ADD DUMMY ENTRILS TO SUBVERT MINIMUM REPORTABLE COUNYS.

5. COMPROMISE BY SIMULTANEOUS EOUATIONS.

6. TRACKERS.

7, DOUBLE TRACKERS.

8, IMPLIED 0UERIES.
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_:illl I/ ME[IIO[)S FOR DOSSIER E×[RACIION

2, PLACE THE INDIVIhUAL IN A GROUP WITH A GIVEN PROPERTY

[F WE FIND NOt MR, X's PROPERTIES SUCH THAT

C(P]EP2 '"&PK ) = C(PI&P2&.,,&PNgPo )

THEN HE ALSO POSSESSES PROPERTY PO'

3. PLACE THE INDIVIDUAL OUTSIDE A GROUP WITH A GIVEN PROPERTY

C(P') = No. o_ PEOPLE(EXCEPTMR. X) WITHPROPERTYPO' (P'=PIvP2'"VPN)APo

C(Po) = No. o. PEOPLE WITHPROPERTYPo'

ASSUMLNG I_R. X UNIQUELY IDENTIFIED BY P], P2....' PN'

THEN IF C(Po) = C(P°), HE DOES NOT HAVE PO' OTHERWISE HE DOES

_. ADD DUMMY ENTRIES TO SUBVERT MINIMUM REPORTABLE COUNTS

f-

_. COMPROMISE BY SIMULTANEOUS EgUATIONS

DAIABASE:
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Implied Query Sets

Implied query sets of a*b are a'not b and
not a * b

• SUMMARY:A.queryq(a*b)orq(a+b)OK if
answerablein [n,N-n].

• Impliedqueriesarea'b, a'not b, nota*b
and nota * not b

Film 6.14 shorn the ellht implied query s41u foe 1he ran m m J The

formulu relmUnll • sUlclsuc ¢ comlNted over 0M of ohmqu_ NU to till re••m-
ini q_un'y set41lur_

¢( m. b._c)'*_m, bl-q_d.b.¢l

¢( a,_b, c)-q4_l, c)-q(a.b.c)

q(_dle b* cAmq_b" cl-q(dl'b,e)
• • _tt • 4c9. _e • _1 - q_d • -It • c)

-_•J - qqa, b) - ¢(•. c) + q_a. b. ¢)

q(-iI • _.--¢)-q4bl-q_a,b|-q(bec|+cl_g,b*¢ I

el( _tl. _ll • --¢) -q_.,lll_ - qlml -- _lll - q(C)
+ f(m. h) + _•orl + ql#. cl - q_aob, c}

TRACI_.RS

A |_.J_.J__s^ setoF AUXILIARYa_aRAcTErlSTICStCX_e_tO hiemlUl_ ouerva_terlstmcs to_TE

ANSN_RABLEOUERI[S;TIlEC4JESTIONFRSUBTRACTSOUTTIlEEFFECTOFTIlEAUXILIARYOb_RACIERISTICSTO

_temiNe t_ _m_r to ne OUeRYFor t_,: or_te_L cme_cterlstlcs.

!_: A FASTPro:e_ureFor FmNomno_ TrAcver _Na SrAnStlCaL BAt•eASe, !1. I]E_m mm J. Sc_Lorer

ACM TODS_, ._,Z_ARCll198LI) PP. %-107.

ORIQ_NAL PAGE IS

OF POOR QUALITY
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I.

*

CONSTRUCTING TRACKERS

TRACKERS CAN ALMOST ALWAYS BE CONSTRUCTED (PROCEDURE GIVEN IN DENNING AND

_CHLORER, "A FAST PROCEDURE FOR FINDING A TRACKER IN A STATISTICAL DATABASE n )

IN CASES WHERE TRACKERS CAN BE FOUND,

A. OFTEN, ONLY ONE OR TWO QUERIES ARE NECESSARY_

B, AT MOST O(LOG 2 N) QUERIES ARE NECESSARY, WHERE I_ IS THE NUMBER OF DISTINCT

RECORDS.

_, ANY ATTEMPT TO DETECT THE CONSTRUCTION OF A TRACKER IS LIKFLY TN FAIL,

IN DATABASES WHERE MOST INDIVIDUALS ARE UNIQUELY IDENTIFIED_ COMPROMISE

BY TRACKERS IS A VERY SERIOUS THREAT_ UNLESS STEPS SUCH AS RANDOM SAMPLE QUERIES

ARE USED TO PREVENT COMPROMISE,

STATISTICALDATA
BANKS

GeneralProtectiveMeasures

• Limitationson ResponsesHoningin onOne(or a
FI,) Pir ons

• CellSuppression

• UmitingExcessiveOverlapAmongQueries

• Noise:inoculation,outputperturbation,data
distortion

• Umitdata banksize(don'tcreate it if N < K)

• Sampling

• Unk files

• Randomsamplequeries(powerfulagainst
trackers)

• Logging
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EXAMPLE OF CELL SUPPRESSION

Student counts by SEX and CLASS

CLASS

/

SEX 1978 1979 1980 1981 SUM

FEMALE 1 2 2 1 6

MALE 3 2 0 2 7

SUM 4 4 2 3 13 TOTAL

CELL SUPPRESSION

t

In CELL SUPPRESSION, all sensitive statistics and some
non-sensitive statistics ere suppressed from tables.
Such non-sensitive statistics are called COMPLEMENTARY
8UPPR($810NS.

(xeaple:
CLASS

SF.X 1978 1979 1980 1981 SUN ',

FEMALE - 1330 1120 - $750
HALE 1930 1150 ' 0 1180 _26C

SUN 2730 2_80 1120 1680 8010 TOTAL

Entries in row 1, columns 1 and _ are suppressed since they
represent Individual contribution.

Can compute the missing entries by using the sums. Thus,
need to also suppress some non-sensitive statistics.
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C[LL SUPPRESSION (CONTINUEDJ

CLASS

SF.X 1978 1979 1980 1981 SUM

FEMALE - 1330 1120 - 3750
MALE - 1150 0 - _260

SUN 2730 2_80 1120 1680 8010 TOTAL

!

Complementary suppression of roy 2o columns 1 and Ii yields
secure data table.

Random
sample queries(RSQs

• RSQs controlcompromiseby reducing

quesfioner'sabilitytointerrogatethe

- ...desired que_ sets precisely.

• Compromisepossiblew/small querysets

unlessp smallor rain-query-set-sizeOK

• Trackersareno longera usefultoolfor
compromise.

• Relativefrequency and average expected
values are the true ones.

• Manualattackswithlotsofqueries

infeasible;notso computer-aided

('0 e,u_;,_
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Random Sample Query
Control

• Givenqueryq(c),thequeryprocessorexamines
eachrecordiinC.

• Itapplieso selectionfunctionf(C,i)lodetermine
whetheriisusedinslot

• Setofselecledrecordsfarmsthesampledquery
set...

• C' = li inCI f(C,i)=lI fromwhichquer7
processorreturnsq*=q(C*)

• A poramelerp selectssamplingprobabilitythai
a recordisselecled.

• Theuncertainlyinlroducedisthesomeasthat

insamplingenlired.b,wilhp

• Expectedsizeof o randomsampleoverentire
d,b. of sizeN is pN,

PROTECTING AGAINST STATISTICAL INFERENCE USING A LINK FILE SYSTEM
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I User Authectication t

Exchange of Secrets Protocol

• shared encryption key

- key plus message and password are used for
authentication

• systems do not share an encryption key

- central authority protocol is used

- involves a third party which shares an encryption key with
both parties.

Passphrasee

• longer version of a password

• takes more computer memory to store

• can be used in a challenge-response system

• examples: line from a song, or a list of countnes.

• Token or Smart Card

• Token : "magnetic stripe credit card"

• Smart Card : embedded micrproceslor

PersonII Chlri©terlstlcs

• fingerprints, pronunciation, and patterns of the retina of

the eye.

l Data Integrity I

• More SoPhisticated Error Codes

• permit detection of errors in two or more
bits.

• Digital Signatures

• certify the authenticity of a set of data. .

m

• Notarization

• attest to the authenticity of a message.
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LAN Topology

Ring Network

Each message is seen by the other nodes

One node can deny service to another by
withholding or failing to forward messages

No central authority can analyze traffic
flow in order to detect covert channels

Other Security in LANs

Connectability of LANs increases security
risks

File Server for an LAN is typically vulnerable

to attack, partically when off-line

Multilevel Security On Networks

Bell-LaPadula Security Properties

Multilevel Secure Network must preserve the following
two properties of access to data:

Simple Security Property ° no user may read data
at a level higher than that for which the person is
authorized

*-Property - no person may write data to a level
lower than what the person has accessed



TRUSTED COMPUTER SYSTEM EVALUATION CRITERIA
SUMMARY CHART

^, I I I I I I I I I I I I I I I l_,_ I_1 I_ ! i_,'q_,'q

C2

Cl

SECURnYPafcY I_U_A_ I ASSU_.CE I _,a I

] NO AOOIIiCNAI. rI[OIJII11[MfNTS IrOR TWI$ 13.A$S

] MEW Oft [NI.IANC J nEQI.JInCM(NT$ F'(_I THIS CI.ASS

NO rl_OUmfla(NT$ ton TMIS C!JLS$

token |rom the t'Oranse |ook,"

DoO Trulted Co_uter S_stem
Evaluation Criteria for use a0
a vievRraph OflLY

Network Security Overview

New Issues

Familiar Solutions

Encryption

Access Controls

Authentication

(many-same as operating systems)

(Schneider and Pfleeger)
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Advantages of i

Advantages over Single Processor Systems

1. Resource sharing.

Users of a network can access a variety of

resources through the network,

Sharing may justify existence of resources

which are costly and not frequently used.

Reduced maintenance and storage costs.

2. Increased reliability.

Redundancy of computing systems,

3. Distributing the workload.

Workload can be shifted from a heavily loaded

system to an underutilized system.

4. Expendability.

Network systems can be expanded easily by

adding new nodes.

Reasons for Network Security Problems

1 • Sharing.

More users have access to network systems.

Access is afforded to many computing systems.

2.

3.

Complexity of System.

Network operating/control system is very likely to be more
complex than an operating system for a single computing
system.

A network may combine two or more possibly dissimilar
operating systems with mechanisms for interhost
connection.

Unknown perimeter. (See Figure 10.0, page 374)P_leeger

Host may be I node on multiple networks.

Unknown or uncontrolled group of possibly malicious users.

New hosts may be added to the network at any time.

User on a holt is unaware of the potential connections from
users of other networks.
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Network A

Network B S

S

Figure 10.8

Network C

Network

Unclear Network Boun ad"a_es
12110188Pfleeger

"w"

Network Security Issues[

Reasons for Network Security Problemll

4. Many points of attack.

File may pass through many host micJ1inal to get to user.

Administrator of one host hal no control over other hosts
in the network.

User hal to trust the access control mechanisms of all
systems within network.

S. Unknown path. (See Figure 10.9, page 375) P_leeqer

May be many pathl from one host to another.

Network users seldom have control over the routing of
messages.
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12110188

Host A1

Host

Figure 10.9

Network A

A3/B1

Network B

Host B3

Message Routing in
(Price,jot, 5_curity in Computin,l.. )

Host A2

Host B2

a Network

I Security Exposures I

1. Privacy.

With many unknown users on a network,
concealing sensitive data becomes difficult.

2. Dalai Integrity.

Because cf many nodes and many users, the nsk
of data corruption is higher.

Corruption includes:

- modification of messages

- insertion of bogus messages

- deletion of messages

- replay ©f messages

- reordering of messages

3. Authenticity.

Difficult to assure the identity of ai user on ai

remote syltem.

Network may rot be el)le to trust the aluthenttcity
of the hosts themselves.

4. Coven Channels.

Networks offer possibilities for construction of
coven channels for data flow.
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Encryption in Networks j

Link Encryption

- data Is encrypted Just before It Is placed on
the physical communications link.

- encryptlon occurs at layer 1 or 2 In the OSI
model.

• decryptlon occurs Just as the communications
enters the receiving computer.

• especially vulernable when a communication
must pass through one or more additional hosts
between sender end receiver.

- appropriate when the transmission line Is the
point of greatest vulernablllty.

! Encryption in Networks I

• End-to-End Encryl)tion

- provides security from one end of a
transmission through the other.

- can be applied by I hardware device between
the user and the host.

- can be done by soflwsre running on the host
computer.

- encryptlon Is performed st the highest levels -
either layer ? (application) or layer g
(presentation) of the OSl model.

- messages sent through several hosts are
protected.
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Comparison of Encryption
Methods

Link Encryptlon

-Cryptographic facility is involked for all transmissions

along a particular link.

- every host receiving communications must have a
cryptographic facility to decrypt messages.

- all hosts must share keys

- authenticates only the node, not the user.

- faster, easier for the user, and uses fewer keys.

• End-to-End Encryptlon

- is applied to "logical links', which are channels between two

processes.

- no need for cryptographic facilities.

- encryption is used only for those messages and applications
which need it.

- encryption can be done with software.

- numerous keys may be required to provide adequate security
between multiple users.

- moro lloxiblo, can be used seloctlvoly, and can be customized

to tho application.

Access Control in Networks (Pfleeger)

• Port Protection

dial-in port access is a serious vulnerability to
a network

• Automatic Call-Back

computer breaks tile communication
connection and calls the user back after

consulting an internal table of telephone
numbers

works for users who expect to be at one phone
number/location

Differentiated Access Rights

limit the locations from which access is

allowed

access to sensitive items/data only by direct

connection, not through another network host

• Silent Modem

computer remains silent until calling system
initiates connection sequence

Node Authentication



lUser Authentication [

Authentication mechanisms are divided into
three categories :

1. What you know, such as a password or
encryptlon key.

2. What you possess, such as a token or a
capability.

3. Somthlng about you, such as a picture or a
fingerprint.

Passwords

Composed of letters, digits, and other characters

Long (many possibilities, requires an exhaustive
attack)

Not a common word or name (to foil the

dictionary attack)

Unlikely choice of words, not an address or family
name

Passphrases

Challenge-Response Systems

Frequently changed

Not written down
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INTRUSIONDETECTION
SYSTEMS

• After authentication, monitor user with an

I/1) system.

• Ultimately you want automatic online
real-time monitoringand early warnings

• Difficult: someusershaveerratic work
hours, habits,locales

EARLYWORK

Automating Offline Log Analysis

• SIDS(SRI): Building automated fools for
audit trail security analysis (1986)

Sytek: Building special securityaudit trails
(1986)
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Sytek Work
° Tried to show feasible a fool that ranked

user sessions by suspiciousness

• For each "user, expected values for

fec_tures were determined by training

• If feature outside user's range or set of
expected values, suspicious

• Assumes user profiles

DISCRIMINATING
FEATURES

as found by Syfek

• Passwordchanged

• Useridentityqueried

• Accessto systemdictionary

• Deviceon whichaccessedfileresides

. Filesize

• Oversizedfile associatedwiththiscommand

• GroupID of ownerof accessedfile

• UserIDof ownerof accessedfile

• Timeof use

• Dayof use

• UserprogramCPUtime

• Maximumprogrammemoryuse
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I/DSYSTEMSURVEY

Intrusion Defection Expert
System

• IDES- SRI

• Modelindependent of any particular target

sysfem, application environmenf,

• ... sysfem vulnerability,or typeof intrusion.

• Profofype runs on a Sun and monifors Iogin,
Iogouf, program execution,...

• direcforymodificafion, file access,systemcall,
session locationchange,...

• and nefworkacfivify.

• Two typesof measures: cliscrefe(e.g., time of
Iogin) and ...

• continuous (e.g., conned time (count

accumulafesover a usersession))

• Userbehavoirprofilesfor eachmeasure

• Profiledafaagedwithhalf-life of 50 days(gives
windowof behavoirfor user)

• Asuserschangebehavoir,thresholdsin profileschange

• Currentlymonitorsa DEC-2065runningTOPS-20
operatingsystem

• IDEShasflexiblesystem-independentauditrecord
format

• AsofFall'88,flagged60,000items;foundShits
(illegalresourceuse)

• Goal:detectintrusionin S sac.for 100user load

• IDES-88:36measuresnow,25 onusers,5 forget
system,6 hosts

• Allowsgroupingsof users,remotehosts,times,days,
targetsystems

-- 103



MIDAS-NCSC
• Beingdevelopedfo monitor Mulfics

• Useshome-grown experts/stem shell,
forward-chaining inferenceengine,and

• ... an explanationfacility.

• Profilesmaintained in Lisp.

• Lisp rules are compiledfor speed.

• MIDAShas40 rules(1988)

• Four types of heuristic rules:

• - immediate(use no into, theseeventsin isolationare
suspicious)

• - anomaly(w.r.t. useror remotesystembehavoir)

• - system-widestate(unusual systemactivity)

• - sensitivepath(NOTYET)Is a usercommand
sequencelikelyto be an attack?

MIDASRules
• Try to detect oreok-ins

• - passwordfailureon systemaccount

• -Iogin _ailurewithunknownusername

• -Ioc!n attemptfrom outsidecontinentalU. S.

• -_,_gin attemptto a lockedaccount

• Try to detect masqueraders

• - unusualtime, location,terminaltype for this
user

• -invalid commands

• -logged in simultaneouslyfrom different
locations

• Alsochecksforresourceoveruse,inactive

session,modstosysfiles
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DISCOVERY(TRW)
• Whatif usersgive awaytheir passwords,etc.?

° DSSCOVERYattemptsto detect irnposters

• Onlyanalyzescorrect inquiriessubmittedby
customers, not errors

• Not real-ime

• consumercredit querieswithestablishedpattern

• 150,000users;450,000to 1 millino queries
daily

• 60 daysrain. to developadequateuser profile

• 50-100 followupsgenerateddaily- 3 violations
found in 1-2 yrs.

• DevelopedonSun, portedto AT,currentlyruns
on 3094 in Cobol

ClydeDigitalSystems
Audit

* AuditsVAX/Vt_SUsers

. S_es every b_e in a file lhd passesbetweenterminaland
system

Auditcan be done for specific users, times,or programs

Three repo_: o summar7 securityr_oad related to high-risk
U_I3

A security e_entreport

Supportingdata for the first two reports

Risk fadars: unusual hours,s_sions vith AUTHORIZEor SYSGEN
ulililies;...

... browsing;file accessalarms; repealed unsuccessful lagins;
sessions

.., with did-up or r_moteterminals;simultaneousIogins for
same user;,...

attemptsto turn off logging. Weightsused far each one.
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KEYSTROKEDYNAMICS

• Basedon "fist of the sender" conceptfrom MorseCode
days

• Basedon typing characteristicsreadby a boardin CPU
socketof IBMPCmother

• ... board. No specialkeyboardis needed.

° Registration:usertypespassword12 times

= Testing:canevenbe donecontinuouslyby
BioContinuousproduct

° Characteristicsusedinlcudeintervals,rhythm,a
pressureanalog, and error

• ... characteristics.Theseform an electronicsignature.

• User'skeystrokedynamicsare then continuouslyand
automaticallychecked.

• Future:all electronicsignatureswill bestoredin one
placecentrallyon net

Wisdom and Sense
LANL

I
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BIOMETRICS

• Identification on basis of physical
characteristics

• Accesssecurity biometric:

• - personal or physical charcteristic

. - measuredaccurately

. Devicemust"know"users:read,store,

retrieve,and compare

• Quickand reliable

• Digitalrepresentation

Examples of Biometric
Checks

• Fingerprint: best storedimage is not photo,
swirlsand ridges

• Signature: Letterspacings,loops,angles,
speed,and pressure

,, Voice:Fourier transform, knownphrase
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FORFURTHER
ASSISTANCE. .

• Government: OPMcourse and documents,
NIST, NCSC,CERT,Bait/Wash conference

• Private training courses: CSI, MIS, ACt_

• Three-day shod courses offered by
universities. Also their regular courses

• Consultants (besure fo get three
references and beware low-ball bids)...

• ... You get what you pay for.
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EVOLUTION OF USER COMPUTING

AND
SECURITY

Emily H. Lonsford

Introduction

I1.

III.

IV.

Vm

VI.

Evolution of operating systems and security

End user involvement

Today's technology and its risks

The user's responsibilities

Ways to communicate and educate

EMILY H. LONSFORD is a member of the Technical Staff at The MITRE Corporation.
She leads the MITRE team which supports the AIS Security Engineering Office at
NASA's Johnson Space Center.
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Managerial

Security in
Software

Applications and

Development

James Molini

Computer Sciences Corporation
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James E. Molini

Computer Sciences Corp.

Houston, TX

Mr. Molini has been providing technical computer security

support to NASA for over 5 years. In is current position he

performs the Independent Security Self Assessment for the
Space Shuttle Program's Software Development Facility.

Previous to that, he _rovided technical support to the
Computer Security Offlcer at the NASA Lewls Research Center

in Cleveland, OH. In that position, he supported the design

and implementation of the Center AIS program.

He began working in computer security in the U.S. Army at Ft.

Bragg, NC. Since that time he has supported a variety of
classified and unclassified computer security initiatives for

a number of organizations.
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INTEGRATING SECURITY INTO
SOFTWARE DEVELOPMENT AND

SOFTWARE QUALITY ASSURANCE

ISIS SYMPOSIUM

MAY 16, 1990

HOUSTON, TEXAS

PRESENTED BY

JAMES E. MOLINI

COMPUTER SCIENCES CORP.

THE BENEFITS OF SOFTWARE

HARDWARE DEGRADES OVER TIME.
PEOPLE DEGRADE OVER TIME,

SOFTWARE DOES NOT,

Soltware Is either logically correct, or 11 lsn'l
Thls can be lested during development
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OVERVIEW

• SYSTEM DEVELOPMENT LIFE CYCLE (SDLC)

• SECURITY ACTIVITIES IN SDLC

• SOFTWARE QUALITY ASSURANCE (SQA)

• SECURITY ACTIVITIES IN S@,A

IS$ASW2

OVERVIEW
PURPOSE OF SDLC

• DIVIDES SOFTWARE DEVELOPMENT

PROCESS INTO PHASES

• SDLC OBJECTIVES

- STRUCTURED MANAGEMENT SCHEME

FOR CONTROLLING COSTS &

SCHEDULES

- ASSURE PROPER AND RESPONSIVE

COMMUNICATION CHANNELS AMONG

USERS, DESIGNERS, DEVELOPERS,

TESTERS ..... AND

INFORMATION SYSTEM SECURITY MANAGERS
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SDLC PHASES

• PREDEFINITION PHASE

• PROJECT DEFINITION PHASE

• SYSTEM DEVELOPMENT PHASE

• IMPLEMENTATION PHASE

SECURITY ACTIVITIES
RESPONSIBILITIES

ACTIVITIES ACCOMPLISHED BY

I Security IDevel Plan PROJ MGR/ISS

t

Data/Appl 1Sensitivity USERS/ISS

Sec Risk 1Assessment USERS/ISS

,.

_j_gti_s J USERS,,1ssSystem Planners
t'

I Security I USERS/ISSFeasibility System Planners

Security | USERS/ISS

equlrement_ System Planners

SECURITY

SPECIFICATIONS

t

SECURITY tTEST PROCs

I SECURITYRELATED CODE

t
DOCUMENT

SAFEGUARDS

SECURITY ITEST & EVAL

SECURITY 1TEST REPORT

t
CERTImCATIONI

STATEMENT j

ACCOMPLISHED BY

_IA, V&V, ISS
SYSTEM DEVELOPERS

SYSTEM DEVELOPERS

QA. V&V. ISS

PROGRAMMERS
SYSTEM DEVELOPERS

PROGRAMMERS
SYSTEM DEVELOPERS

_,. V&V, ISS

_. V&V, ISS

{SS
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SECURITY ACTIVITIES
DATA/APPL SENSITIVITY

NATURE OF DATA

TYPES OF FUNCTIONS TO BE

PERFORMED

• FOR EXAMPLE;

- PERSONAL DATA

- HIGH DOLLAR VALUE ASSETS

- CRITICAL FORMULAS

- ALGORITHMS

- ENGINEERING CALCULATIONS

DATA/APPL SENSITIVITY
SENSITIVITY LEVELS -EXAMPLE

• LEVEL 0 - Negligible effect on NASA missions or lunctlons

due to inaccuracy, alteration, disclosure or
unavailability

• LEVEL 1 - Minimal impact on agency functions; damage to
agency's image or reputation; loss of tangible asset or
resource

• LEVEL 2 - Adversely affect the conduct of a NASA program;
significant damage to agency's ability to fulfill a
statutory responsibility; or impact between $100,000 and
$10,000,000

• LEVEL 3 - Pose a threat to human life; irreparable damage to
NASA's ability to carry out an essential mission or

function; or impact of more than $I0,000,000

I 5 SASW 9
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SECURITY ACTIVITIES
ASSESS RISKS"

• IMPACT OF FAILURES

- INACCURATE DATA

- FALSIFIED DATA

- DISCLOSED DATA

- INACCURATE PROCESSES, FUNCTIONS

- LOST DATA, APPLICATION CODE OR

DOCUMENTATION

- UNAVAILABILITY OF DATA OR APPLICATION

• For each proposed alternative

I$SASW|!

||SASWl2

SECURITY ACTIVITIES
SECURITY OBJECTIVES

• DATA INTEGRITY

• APPLICATION INTEGRITY

• DATA CONFIDENTIALITY

• APPLICATION CONFIDENTIALITY

• RESOURCE AVAILABILITY

- 125



ISSASW|3

SECURITY ACTIVITIES
SECURITY FEASIBILITY

• BASED ON SECURITY OBJECTIVES

• ARE SAFEGUARDS AVAILABLE?

• HOW WELL WILL THEY SATISFY

THE SECURITY OBJECTIVES?

• SHOULD SAFEGUARDS BE:

- PREVENTATIVE ?

- DETECTIVE?

- RECUPERATIVE?

• WHAT MIX OF ADMINISTRATIVE,

PHYSICAL OR TECHNICAL SAFEGUARDS

IS APPROPRIATE?

SECURITY CONTROLS
SOFTWARE vs. PROCEDURAL CONTROLS

• Software controls are harder to design,
but easier to implement than procedural
controls.

• Software controls can be tested earlier

and more frequently during development
than procedural controls.

• Procedural controls usually become less
effective over time.

i
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SECURITY ACTIVITIES
SECURITY REQUIREMENTS

. IDENTIFICATION AND DEFINITION

OF SYSTEM INTERFACES

• IDENTIFICATION OF SENSITIVE

OBJECTS

• DETERMINATION OF ERROR

TOLERANCES

• AVAILABILITY REQUIREMENTS

Gulldelines 1or Security of

Computer Applications
NIST FIPS PUB 73

ISSASWI7

SECURITY REQUIREMENTS
BASIC CONTROLS*

• DATA VALIDATION

• USER IDENTITY VERIFICATION

• AUTHORIZATION

• JOURNALING

• VARIANCE DETECTION

• ENCRYPTION

"Guidelines lot Security of

Computer Applicalions
FIPS PUB 73
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APPLICATION SECURITY
SELECTION OF CONTROLS

• Security should be provided by the

environment (eg. OS, DBMS).

• Environmental controls are usually better

defined and more comprehensive.

• Applications should request security through

approved interfaces (eg. system calls, macros).

• Using this technique, security interfaces can

be defined during application design.

APPLICATION SECURITY
APPLICATION SPECIFIC SECURITY TOOLS

• Application security tools should be designed

to supplement, not replace environmental

security controls.

• If environmental security controls are defective,

fix, or replace the environment.

• IF YOU DEVELOP SECURITY CODE, YOU MUST

MAINTAIN IT.
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SECURITY TEST PLAN
OVERVIEW

FROM A SECURITY PERSPECTIVE

TESTING OF SECURITY CONTROLS

SHOULD FOCUS ON ENSURING

THAT SECURITY CONTROLS ARE:

- INVOKED WHEN REQUIRED

- CANNOT BE EASILY BYPASSED
- AUDITABLE

- APPROPRIATE IN VIEW OF

THE SENSITIVITY OF THE

DATA OR THE APPLICATION

ISSASWI9

SECURITY TEST PLAN

• CONTENTS

- WHAT IS TO BE TESTED

- TESTING SCHEDULE
- RESOURCE REQUIREMENTS

- TESTING MATERIALS

- REQUIREMENTS FOR TEST TRAINING
- TEST LOCATION

- TESTS TO BE PERFORMED AND THE RELATIONSHIP TO THE

FUNCTIONAL SECURITY REQUIREMENTS
- TESTING METHODOLOGY

- EVALUATION CRITERIA

- DATA REDUCTION TECHNIQUES

- DESCRIPTION OF EACH TEST TO BE PERFORMED

- 129
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SECURITY TEST PLAN
TYPES OF EVALUATION

• NIST FIPS PUB 102 - "Guidelines for

Computer Security Certification and
Accreditation"

• BASIC EVALUATION: Concerned with the

overall functional security posture.

- Verify that security functions exist

- Implementation method is of sufficient

quality to be relied upon

• DETAILED EVALUATION: Concerned with

whether security functions work properly.

- Satisfy performance criteria

- Acceptably resist penetration

tSSASW2_

SECURITY ACTIVITIES
DOCU M EN TATION

• DOCUMENTATION IS THE PROCESS OF
DESCRIBING WHAT FUNCTIONS AN
APPLICATION PERFORMS, HOW IT
PERFORMS THEM, AND HOW THE
FUNCTIONS ARE TO BE USED.
IN OTHER WORDS:

°A CLEAR MEANS OF UNDERSTANDING

ALL ASPECTS OF THE

APPLICATION SYSTEM"

TO INCLUDE SECURITY CONTROLS!
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SECURITY & SQA
OVERVIEW

• ONE OF THE AREAS WHERE SOFTWARE

ERRORS CAN BE LEAST TOLERATED

IS THAT OF SECURITY SAFEGUARDS.

ONE OF THE TECHNIQUES BEING EMPLOYED

TO IMPROVE THE RELIABILIITY OF

SOFTWARE:

SOFTWARE Q UALITY ASSURANCE!

SQ.A CAN BE EMPLOYED TO REDUCE THE

POTENTIAL FOR INCORPORATING UNRELIABLE

SECURITY SAFEGUARDS IN APPLICATIONS.

SOFTWARE QUALITY
FACTORS

• CORRECTNESS - The extent to which a safeguard

satisfies its specification & fulfills the

application security objectives.

• RELIABILITY - The extent to which a safeguard

can be expected to perform its intended function
with required precision.

• EFFICIENCY - The amount of computing resources

and code required by a safeguard to perform its

function.

• INTEGRITY - The extent to which access to the

safeguard by authorized persons can be controlled.

• USABILITY - The eIfort required to learn, operate,

prepare input or interpret output from a safeguard.

]$5ASW 2|
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SOFTWARE QUALITY
FACTORS

ISSA$W 29

MAINTAINABILITY - The effort required to locate

and fix an error in, or to determine the impact

of other system changes, on a safeguard.

TESTABILITY = The effort required to test or

audit a safeguard to ensure that it performs
its intended function.

FLEXIBILITY - The effort required to modify an

operational safeguard.

INTEROPERABILITY = The effort required to couple

or integrate safeguards into the application

system.

I

I$|ASW_Q

SECURITY SPECIFICATIONS
OVERVIEW

PRIMARY SOURCE OF SECURITY PROBLEMS IS:

COMPL.E_ DESIGN

THAT CANNOT BE IMPLEMENTED

CORRECTLY OR EASILY,

NOR MAINTAINED OR AUDITEDI

KEEP IT SIMPLE���

t32



SECURITY SPECIFICATIONS
OVERVIEW

• SUGGESTIONS FOR DESIGN OF SECURITY CONTROLS:

No Unnecessary Programming

Restricted User Interfaces

Human Engineering

No Shared Computer Facilities

Isolation of Critical Code

Backup and Recovery

Use of Available Controls

ISSASW2]

APPLICATION SECURITY
GENERAL RULES OF THUMB

When defining security requirements, a picture is
worth lO,O00 words. If it can't be described with a

picture, it can't be implemented.

Product testing never takes less than 2 months. Make

sure that adequate test time is allocated for security
controls and interfaces.

Compressing a delivery schedule always increases errors.
It is better to deliver less security functionality

than to produce error laden security code.

Undocumented security code can be worse than no
code at all.

Security is not more important than correct operation
of the system

- 133
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Managerial

Risk Management

F. G. Tompkins
Computer Sciences Corporation
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BIOGRAPHICAL SKETCH

FREDERICK G. TOMPKINS
COMPUTER SCIENCES CORPORATION

HOUSTON, TEXAS

Frederick G. Tompkins is the Manager of the AIS Security
Program Office (SPO) responsible for the overall operation
and administration of the automated information systems

security functions for the MOSC (Mission Support Directorate
and Operations Support Contract) at Johnson Space Center.
His primary duties include establishing policies, standards
and procedures for assuring the security and integrity of
NASA sensitive systems and data that are processed on MOSC
managed and operated ADP systems.

Mr. Tompkins has over 30 years of experience in the fields of
security, intelligence, data processing and automated
information security. He has served as consultant to a
number of Federal and State government agencies and to a
number of private businesses. He has authored a number of
guidelines and methodological approaches for risk management,

contingency planninq, security in the software development
life cycle, and tralning.

Mr. Tompkins has been a member of ASIS since 1977 and has
chaired the ASIS Standing Committee on Computer Security and
has served as member of the Society's Standing Committees on
Privacy and Information Management, Disaster Management and
Safeguarding Proprietary Information. He has served as an
Advisor to the DataPro Reports on Information Security since
its initial publication. Mr. Tompkins is a member of the
Computer Security Institute.

Mr. Tompkins holds an Associate Arts degree from Orange Coast
College and a Bachelor of Science in Technology of Management
from The American University.

Current Address:

Frederick G. Tompklns
Manager, MOSC AIS Security Program Office

Computer Sciences Corporation
16511 Space Center Boulevard
MS R20

Houston, TX 77058
Phone: 713-282-2203
FAX: 713-282-2266
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ISIS-1

RISK MANAGEMENT

• RISK MANAGEMENT APPROACH

• RISK ANALYSIS

• RISK REDUCTION ANALYSIS

• MANAGEMENT DECISION

• RISK REDUCTION ACTIONS

• IMPLEMENTATION & MAINTENANCE

• RISK MANAGEMENT PLANS

• RISK MANAGEMENT TOOLS

138
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ISIS3

RISK MANAGEMENT

• RISKS MUST BE"
- APPROPRIATELY
- CATEGORIZED AS

OF OCCURRENCE
" ASSESSED AS TO

CONSEQUENCES/IMPACTS

DEFINED
TO LIKELIHOOD

RESULTANT

• RESOURCES MUST BE ALLOCATED
TO MINIMIZE RISKS

• RISK MANAGEMENT IS A
SPECIALIZED APPLICATION
OF THE SYSTEMS APPROACH
TO PROBLEM SOLVING
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SYSTEMS APPROACH

. THE SYSTEMS APPROACH
CONCENTRATES ON ANY SYSTEM
AS A WHOLE RATHER THAN
THE PARTS AND RELATES
THE PARTS TO EACH OTHER
TO ACHIEVE THE TOTAL
SYSTEM GOALS

141
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RISK MANAGEMENT
PROCESS

• AIS SECURITY RISK MANAGEMENT
PROCESS IS DESIGNED TO
ANSWER THE FOLLOWING:
" WHAT IS AT RISK?
" WHAT ARE THE IMPACTS?
- WHAT CONTROLS ARE AVAILABLE

TO REDUCE RISKS?
- WHAT CONTROLS WILL PROVIDE

THE BEST RETURN ON
INVESTMENT?

-" WHO IS RESPONSIBLE FOR
IMPLEMENTATION?

- HOW WILL CONTROLS BE
IMPLEMENTED?

" HOW EFFECT ARE CONTROLS
OVER TIME?
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i
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&

THE ADP SECURITY RISK MANAGEMENT PROCESS
IN RELATIONSHIP TO THE SYSTEMS APPROACH
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RISK ANALYSIS
DATA COLLECTION & ANALYSIS

• SCOPING "- PARTS OF THE FACILITY
& TYPES OF ASSETS TO BE INCLUDED

• EXPOSURE ZONES
PHYSICAL VS LOGICAL

• VALUE OF ASSETS -- REPLACEMENT $

• THREATS TO RISK ENVIRONMENT
(PHYSICAL, THEFT, ACTS OF NATURE)

• ANNUAL FREQUENCY OF OCCURRENCE
FOR EACH THREAT

• VULNERNERABILITIES (WALKTHROUGHS.
INTERVIEWS, INSPECTIONS, CHECKLISTS)

• DOCUMENT CONTROLS IN PLACE &
EFFECTIVENESS (IF POSSIBLE)
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ISIS11

RISK REDUCTION

• AVAILABILITY OF CONTROLS
(TECHNICAL FEASIBILITY)

• CONTROL OBJECTIVES
- PREVENTION CONTROLS
- DETECTION CONTROLS
-- RECOVERY CONTROLS

• TYPES OF CONTROLS
-- ADMINISTRATIVE
-- PHYSICAL
-- TECHNICAL

149



TECHNICAL FEASIBILITY

PREVENT DETECT RECOVER

ADMIN

PHYSCIAL

TECHNI

181812
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ISLS14

ECONOMIC FEASIBILITY

• DETERMINE THE"
" INVESTMENT COSTS
" IMPLEMENTATION COSTS
- OPERATING OR MAINTENANCE

COSTS
- CONSIDER BOTH DIRECT &

INDIRECT COSTS

° COST-BENEFIT (OR ROI)
WHERE POSSIBLE -INTANGIBLE
BENEFITS (BETTER MANAGEMENT
CONTROL)

ROI --
ORIGNINAL ALE " REVISED ALE

ANNUAL COST OF NEW CONTROL

152 "



RISK REDUCTION
DECISION STUDY

• OBJECTIVE: OBTAIN FAVORABLE
DECISION FROM MANAGEMENT

• RECOMMENDATIONS - ACCEPTABILITY

• ALTERNATIVES - CONTROLS

ISI816
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RISK REDUCTION
DECISION STUDY

• REPORT
- Executive

- Summary
- Technical

CONTENTS:

Summary
of Risk Scenarios

Feasibility Analysis

Operational Feasibility Analysis
Economic Feasibility Analysis

Acceptable/Unacceptable Risks
Control Alternatives

ISIS16
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MANAGEMENT DECISION

• FACILITY MANAGEMENT
DETERMINES WHICH RISKS
ARE ACCEPTABLE OR
UNACCEPTABLE

• EVALUATES ROI's

• DETERMINES WHICH OR
THE ALTERNATIVES WILL
BE IMPLEMENTED

• DECISIONS SHOULD BE
DOCUMENTED

155



MANAGEMENT DECISION

MANAGEMENT OPTIONS:
-" ELIMINATE RISK

- LOSS PREVENTION
- LOSS LIMITATION
- LOSS TRANSFER
- ACCEPT THE RISK

ISIS17
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ACTION PLANS

° ADMINISTRATIVE CONTROLS -

-- WRITTEN, STAFFED,
PUBLISHED & DISSEMINATED

• PHYSICAL CONTROLS -

- PROCURED, TESTED,
IMPLEMENTED; TRAINING

• TECHNICAL CONTROLS-
- DESIGNED & DEVELOPED

PROCURED, TESTED &
IMPLEMENTED; TRAINING

OR

° RISK REDUCTION ACTION PLANS
SHOULD BE USED TO PROVIDE
MANAGEMENT/PROJECT CONTROL

(E.G., GANTT CHARTS)
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IMPLEMENTATION &
MAINTENANCE

, MAY REQUIRE CHANGES IN
PROCESSES, FUNCTIONS &
RESPONSIBILITIES

• TO BE EFFECTIVE, CONTROLS
WILL REQUIRE CONSTANT &
CONSISTENT USE

• CHANGES IN OPERATIONAL
PROCEDURES MUST BE
COORDINATED

MAINTENANCE PROCEDURES
WILL BE REQUIRED TO
RESPOND TO CHANGES
WHICH MAY MANDATE
MODIFICATION TO
CONTROLS

ISIS19
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REVIEW & AUDIT

PERIODIC EVALUATION OF
EFFECTIVENESS DUE TO

CHANGES IN ENVIRONMENT,
TYPES OF APPLICATIONS,
OR MANAGEMENT FOCUS

• NEW TECHNOLOGY --
INCLUDING SECURITY
TECHNOLOGY

CHANGES MAY DICTATE
NEED TO UPDATE
RISK AND/OR RISK
REDUCTION ANALYSES

-- 159
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RISK MANAGEMENT PLANS

• RISK MANAGEMENT PLAN

RISK
SHOULD INCLUDE"
- DESCRIPTION OF

ENVIRONMENT
- THREATS
- THREAT OCCURENCE DATA
" DEGREE TO WHICH RISKS

CAN BE CONTROLLED
" ACTION TAKEN OR BEING

TAKEN TO REDUCE RISKS

161
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Managerial

Contingency

Planning

Elmer Bomlitz

Harr_ Devlin Associates
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Notes
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Managerial

Information

Security Program

Development

James R. Wade
Battelle Memorial Institute
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Notes
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Notes
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Managerial

Investigating
Computer-Based

White-Collar Crime

Neal Findley
U. S. Secret Service
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Technical

Trust: Formal

Methods and

Associated

Techniques

Susan Gerhart

Microelectronics Computer
Corporation (MCC)
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Formal Methods for Trustworthy Systems

Susan Gerhart

MCC Software Technology Program
Austin Texas 78759

512-338-3492 gerhart@mcc.com

Topics:

• Characterize Formal Methods

• Survey applications

• Contrast international perspectives

• Assess research, applications progress

• Describe MCC Formal Methods projects

MCC Formal Methods Project 1
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What are Formal Methods?

_Applied Mathematics of Software Engineering"

college sophomore through Ph.D. level

Use

logic, set and sequence notation,

finite state machines, other formalisms

In

For

• system models

• specifications

• designs and implementations

• highly reliable, secure, safe systems

• more effective production methods

• software engineering education

In various forms

guidance: structuring, partial specification

rigorous, formal

generated and worked proof obligations

mechanized: using proof assistants

MCC Formal Methods Project 178 H. (;erhart '



What is a Formal Method?

Formal Method =

Specification Language

+

Methods
See: Jeannette Wing's "A Specifier's Approach to Formal I_Iethods",

in IEEE Computer, September 1990

Distinguishing feature - extensive mathematics

Specification Language

1. Constructs

(a) Data

(b) Control

(c) Operations

2. Mathematical "semantics" (in principle)

3. Reasoning systems

(a) Satisfies

(b) Follows from

4. Communication Strategy

MCC Formal Methods Project 179 S. Gerhart



Methods

1. Modeling Principles

(a) What goes in- events, objects, properties

(b) Point of View

2. Specification Structuring

(a) Composition - parts, properties

(b) Generality- libraries, theories

3. Specification Analysis

(a) Consistency and completeness checks

(b) Validation

i. 011 the right track? (review (client))

ii. Omissions accounted for? (review)

iii. Well expressed? (review)

iv. Implementable? (review)

v. Expected properties hold? (proving)

vi. cases look right? (testing)

4. Design and Implementation Strategy

• "data reification" mapping abstract to more concrete data

• correctness-preserving transformations

• Implement "traditionally"

All incur proof obligations for "satisfies" i.e. verification

MCC Formal Methods Project, 180 S. (;erhar!



- Uses of Formal Methods

Requirements Analysis

Precision to reveal and remove vagueness,

ambiguity, contradiction, incompleteness

Design

Expressing and checking module interfaces

Refinement

Expressing and checking satisfaction obligations

Documentation

Abstracting, organizing, and formalizing

Verification

Proving some property of some part of a system

Validation

Predicting and evaluating what the system will

do, per the client wishes

Testing

Generating cases from specifications

Application Framework

Organizing pplication domain knowledge

Design Recovery

Extracting and evolving abstractions
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Sample Applications in Progress

Project

CICS

L
CleallrOOlll

ZEE

£_valon/C++

GKS,

OA Dot:.

SXL

L.O

Anti-MacEnroe

Device

Security

VIPER

Verified

Stack

Oncology

Reactor

Control

Murphy

SACEM

Parties ......

Oxford PRG

IBM [Iursley

IBM FSD

NASA SEL

Tektronix

C-MU

British Staitdards

Institute

GTE Labs

Bellcore

_, Sydney Inst.

Technology

Honeywell

FoM Aero.

Digital

TIS

RSRE,

Cambridge

Problem

Transaction

Processing

Embedded,

tlestructurer

Oscilloscopes

Atoxnicity

Graphical,

Docunlents

Protocols

Protocols

Tennis Line

Fault Detector

LOCK

Multi-net Gateway

Secure VMS

Trusted Mach

Microprocessor

Tools

Status

Released,

Measured (7'?)

I F/eh'ased

f
Reports

Preliminary

Published

Ill llse

Ill llSe

Report

(Occam,CSI')

In progress

Reports

Newsletter

CLinc Microp, assembler, Reports

O.S.

U. Wash. Cyclotron Star ting

Parnas,
Ontario Hydro

Shutdown

Certification

U.C. Irvine Safety

French RR Train Control ICSE12

Reports,

Certified

I/el)orts

See FM89 proceedings, Springer-Verlag, to appear
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[nterT_atio_tal Contrast

Aspect. U.S. Europe
technical

educational

emphasized levels

style

environments

directions

mandated start

funding drivers

Bottom Line

verification tools

theory, guilt

code, models

varied

unintegrated

security ---, breadth

1980

NSA/DARPA
Static

precise methods

pragmatic skills

specification

model-based

i11tegrating

breadth --, safety
1990

Alvey/Esprit

Progressing

Example applications discussed at VDM 90:

1. Hypertext reference model (Denmark/VDM)

2. Oscilloscope framework (Tektronix/Z)

3. Transaction system speedup (Norsk data/VDM)

4. Real-time system kernel (UK/Z)

5. Objective-C implemented CASE (UK/Z)

6. LaCOs starting (RAISE): Paris Metro, European Space, Bull OS, ...
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MoD 0055/0056- Regulatory Steps

MoD 0055 statement highlight"
17.1 Saf¢'tv Critical Software shall be speciticd using formal

mathematical techniques. A sp_'cification of the Safety Critical Software

shall also be produced in clear English. B,,th specifications shall be

included as part of the Procurement Specification. A list of

mathematical techniques is given in Annex L.

Annex L: VDM, Z, OBJ, HOL, CCS, CSP, Temporal Logic, LOTOS

Possible Implications"

Context admission: safety-crit.ical identifica.tion (0056 precedes 0055)

Commercial spill-over: Chemical, electrical industry regulations;

EEC shift burden of proof to developers

U.K. competitiveness strategy: high-integrity systems

Alvey/Esprit commitment: industrialize formal methods

International climate: U.S. companies selling in Europe in 1992,

Europeans could force upon international standards

Educational systems: Next generation well-trained in formal methods
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Bottom Line - Research

Vahie established for

1. Identifying deficiencies, errors, discrepancies in

new and old systems

2. Specifying medium-sized and non-trivial

components, especially functional behavior

3. Gaining deeper understanding of large, complex

systems.

Bounds are recognized (as in all engineering):

1. Informal to formal- requirements accuracy

2. Specifications as abstractions of real world

3. Many assumptions about the environment

Challenges

1. Non-functional behavior

2. Method combinations

3. More usable and robust tools

4. Specification libraries + domain theories

5. Scaling experiments

6. Integration in whole development process
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Bottom Line - Applicability

Accepted into practice

Trusted Subsystems

Proofs, reviews, tests, analyses, qualified personnel,...

certification

ft)r

Re-engineering

Gradual formalization of important modules and their

documentation as part of ('volution.

Standards

Formalization to achieve consensus and tecImical clarity

Potential

Exploration

Abstract experiments ala MCC's SpecTra

High Volume Subsystems

Verification plus test generation

Component Reuse

Generalization, high grade documentation, "recall" avoidance

New Products

Formal notation + informal methods
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_oals:

MCC Formal Methods Project

1. Transfer to MCC participants

(North American industry, government)

2. National testbed (tools, experiments)

3. Research on

(a) New architectures for support technology

(b) Integration of formal and informal material

(c) High performance specification analysers

(d) Novel validation methods

Specification prototyping + trustworthy systems

Work in progress:

1. Mechanized theory for temporal reasoning

2. Transition study (1 year from Sept. 1990, 10+

members)

3. Assembling testbed tools, doing experiments

4. CoDesign (hardware/software) exploration
STP + CAD + outside

5. Proposals for government co-/funding
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Some Key Research Questions

1. DcfiItc representations of issues (informal information) for:

(a) System specifications: Methods, Languages, Environments

(1_) Client Connnunication

(c) Validations : Proofs, Tests, Analyses, Reviews, Animations

for various classes of applications aml using MCC GE1R:kI technology

2, Identify basic technology to support a range of specitications:

(a) State transitions

(b) State and Object domains

(c) Level and executability mappings

empha.sizing what is "executable" a ml the role of declarative

techniques

3. Determine the usefulness of a forward-backward (proot-test)model

of specification experimentation and validation

4. Evaluate animation in specification experimentation a.nd validation

5. Evolve an architecture to a.ccommodate extant tools
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What is Spec Tra ?

1. Specification prototyping "shell"

(a) Generic to languages (initially, ASLAN)

(b) Generic to theorem provers

(manage HOL, B-M initially)

(c) Support for method, language, validation

issue generation and analysis

2. Novel components

(a) Issue/artifact nets to represent design
records

(b) Declarative language

Executable specifications

(c) Parallel processing and abstract machines

High performance validation

3. Designed for exploration (a.k.a prototyping)

4. Support multiple modes of validation

5. Focus on system-environment boundary

(w su code)

MCC Formal Methods Project
189
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Testbed Description

1. Stat[','ll i_rilnarily by academic visitors and industrial assignees

'2. Source of target prot)lmns for the technology research

3. 1-'2 year exl)eriment.s on real but scaled down industrial problelnS

involving 1-2 assigned personnel and 1-2 MCC researchers as

advisors;...

4. Example Testbed projects:

(a) defining and experimenting with an executable subset of

international standard VDM using our flexible reasoning tools;

(b) testing a formally stated st.andard for loopholes and

inconsistencies and applying it to a real problem;

(c) formally specifying and partially verifying a component library;

(d) formally specifying some company's product using an issue base

compiled during the product's (traditional) development;

(e) jointly with another software engineering initiative, validating a

communication protocol;

(f) specifying and verifying a critical system componm, t iI, parallel

with a different organization using different technology;

(g) investigating the reasoning requirements for a particular safety

analysis technique.

5. Open to MCC's shareholders and associates and, possibly, European

initiatives

MCC Formal Methods Project, 190
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Transition Study
Purposes:

1. St aml-alone assessment for decision-makers - FM or not7

2. Identify future directions for MCC FM project

3. Esta}_lish cooperative relationships with participants

4. Start-up funding for MCC project

Content:

• Fundamental Concepts

• Training and Instruction

• Modes of Use

• Major Applications

• Tools Survey

• Development Models

• Regulatory and Legal Trends

• Transitional Tips

• Research Needs and Strategy

Supported by experiments

Mechanics:

1. 1 Year , starting September 1, 1990

2. $60K for 10+ participants

(a) Shareholders (STP/ACT and others)

(b) Associates

(c) New Associates ($7.5K program associate membership)

3. Delivery in videotapes, MCC meetings, final report.

MCC Formal Methods Proje4l igl S, (;_(!r ll<'i r i
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Theta A Secure Distributed Operating

System *

D. G. Weber, Joseph R. McEnerney, Rammohan Varadarajan

Odyssey Research Associates

301 A Dates Drive

Ithaca, NY 14850

(607) 277 2020

1 Introduction

The THETA project is an attempt to advance the state of the art in secure distributed

operating systems. THETA (a Trusted HETerogenous Architecture) is an experimental

secure distributed operating system being developed at Odyssey Research Associates,

Inc. (ORA). (THETA was until recently called "SDOS'.) The system is being designed

and built to meet TCSEC B3 security and assurance requirements. An earlier phase

of the project [SDOS 88a], [SDOS 88b] produced a design targeted towards a TCSEC

A1 rating.

THETA borrows many of its concepts from Cronus, a distributed operating system

developed at Bolt Beranek and Newman, Inc. [Cronus 86], [Cronus 88]. For example,

the basic object-oriented client-server model of Cronus has been retained. The system

architecture, however, has been redesigned to provide multi-level security, enhanced

identification and discretionary access control, configuration security, audit, COMSEC

protection and TCSEC assurance.

THETA is intended to support Command and Control applications potentially

needed by the Air Force. This imposes several requirements on THETA. First, C 2

applications span many types of computer systems and require survivability, scala-

billty and interoperability. Second, they involve diverse aspects of the use of secure

information including collection, selection, aggregation, and analysis. Additionally,

*the work reported in this paper was supported by the Air Force Systems Command at Rome Air
Development Center under contracts F30602-86-C-0146 and F30602-85-C-0056.

PI_CIDING PAGE BLANK NOT FII..MIED

195



theseapplications involvemonitoring and controlling physical devicesthat collect and
usesecureinformation.

The paper beginsby discussingthe goals of the project. The system design, ar-
chitecture and security policy are discussedin sections3, 4 and 5 respectively. We
concludeby reviewingthe current state of the project and the plans for future effort.

2 THETA Goals

An operating system provides abstractions by which users may use, share, and control

the resources of an underlying machine. A distributed operating system (DOS) accom-

plishes this for resources at many locations that can be accessed by a network; it is

therefore not a network, but rather built on top of one. A DOS presents the user with

a uniform, location-independent interface even though the distributed resources may

be heterogeneous. A secure distributed operating system is a DOS that provides access

only if these are consistent with a security policy.

The goals of the THETA project are enumerated below:

Coherence and Uniformity

The THETA system should provide a coherent and uniform integration of the

distributed processing resources. System services must be available to the user

through a uniform set of abstractions. Objects such as files, directories, processes,

services and I/O devices must be accessed using a global naming facility and a

uniform set of communication primitives.

Heterogeneity and Evolution

Many distributed systems have evolved through the interconnection of existing

stand-alone machines of possibly different hardware and software architectures.

These machines may be connected by a local-area network (LAN) at a specific

location or by a wide-area network connecting LANs at different locations. The

THETA system should permit the interconnection of machines of differing ar-

chitectures over different communication media in order to facilitate the sharing

of information and computing resources between organizations, and to provide

increased reliability and availability of services.

Reliability and Availability

The THETA system should be reliable in the sense that the integrity of its data

should be maintained even across system failures. The THETA system should

be available or be fault-tolerant so that services continue to be accessible even if

parts of the system should fail.
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• Scalability

The THETA system may be configured with different processing elements to

accommodate a range of users and specific applications. It should be possible to

incrementally expand the system with additional resources over time.

• Preservation of Ezisting Applications

The THETA system should permit the execution of existing applications such as

compilers, editors, window systems, databases, etc. The design of the THETA

system should not require the re-coding of these common applications. In addi-

tion, it should be possible to permit THETA users access to specialized computing

resources that may be attached to the system such as high-speed parallel proces-

sors, special purpose symbolic processors, or high-speed graphics devices.

• TCSEC Requirements

The THETA system is being designed to meet the TCSEC B3 functionality and

assurance requirements. Therefore, the sharing of information and resources on

THETA should be consistent with: the enforcement of a mandatory security

policy; enforcement of a discretionary access control policy; reliable identification

and authentication of users and their processes; and auditing of user and system

activity. A trusted path will exist for security-critical operations.

• Trusted Network Interpretation Requirements

The network interconnecting the components of the THETA system must provide

message integrity, protection from compromise, and protection from denial of

service, [TNI 87].

3 System Overview

THETA isan object-oriented[Jones 78] system. Objects are instancesof abstract data

types. The definitionof a type includes the set of operations that are possible for

objects of that type. There is a hierarchy of types. Each type with the exception of

the root type, Object, has exactly one parent. A type may inheritoperations from its

parent. A type may also definenew operations.

Objects can be accessed by invoking operations on them. Client programs act on

behalf of the user to issue such invocations. THETA users interact with the system

through the User Interface which permits execution of THETA system client or user-

written application client programs. The invocation of an operation is the only way to

access an object. Operations are implemented by object managers. A manager hides

the internal representation of the object, and provides a precisely defined interface to
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the object. The kernelon the local host is responsiblefor locating a managerfor the
type, passingthe invocation and returning the results. For this, the kernel may need
to interact with its peerson remote hosts. All resourcesin the systemare represented
asobjects, and all operationsare carried out asdescribedabove.

Figure 1 illustrates the major system componentsand their relationships to each
other.

The THETA Kernel is an multi-level processand therefore part of the MAC TCB.
Severalmanagersand clientsmaybemulti-level too. The sectionsto follow will describe
the system designand the major system componentsin detail.

3.1 Object Naming

THETA provides a global and location transparent naming facility to the user. A name

is global if the name can be issued from any location and uniquely identifies an object.

A name is location transparent if the location of the object is not directly encoded

in the name itself. There are two levels of names for objects in THETA. The Unique

Identifier (UID) is a machine-generated internal name, and the catalog name is an

user-selected symbolic name.

THETA objects have a single UID which is stored with the object and is bound to

the object at object creation time. The UID is not meant to be manipulated directly

by users of the system. Its internal representation is optimized for handling by the

machine. The UID includes the object's type, security label, and an unique number.

Users typically want to reference objects using symbolic strings which are meaningful

to them. The Catalog Manager provides a distributed and replicated service which

maintains the mapping between user-defined symbolic names and system-maintained

UIDs. The catalog is an hierarchical naming structure of the form _:a:b:c" where "a"

and "b" are directories and _c" is a catalog entry in "b'. Directories in this path name

scheme are non-decreasing in security level. The catalog is distributed so that different

hosts may manage different parts of the name space.

It is not required that every THETA object have a symbolic name. An object may

have none, one or more symbolic names.

3.2 Object Replication

THETA provides reliability and availability by supporting replication of objects at

multiple sites.

Objects which may be moved from host to host are called migratory objects. A
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replicated object is one which has been duplicated and resides on more than one host.

Each replica of the object has the same UID. The object may be accessed on any of

the hosts where it resides.

Certain objects are primal objects which means that they cannot be replicated nor

can they migrate.

THETA provides the necessary mechanisms to maintain consistency of replicated

objects. The scheme used is a version vector scheme [Parker 83]. This classic problems

of availability and consistency are resolved by allowing (at type definition time) read

and write quorums to be set for each replicated type.

Replication of object managers is discussed in the next section.

3.3 Object Managers

An object manager is a process that maintains the representation for all objects of a

given type (in an object database -- ODB) and implements the operations that are

supported on objects of that type.

In THETA, managers only exist for the types corresponding to the leaves of the

type hierarchy. A manager may manage objects for one or more of these types.

Managers, like the objects that they manage, can be replicated. However, since

each manager is a process, and processes are primal objects, the replicated managers

have unique UIDs. Also, there cannot be more than one manager for a given type, at a

given security level on a single host. The managers use the version vector mechanisms

to maintain consistency of the objects that they manage.

THETA managers also provide for asynchronous processing of several invocations

concurrently. For this, a task abstraction is supported and library support for a multi-

tasking environment is made available.

3.3.1 Single-Level and Multi-Level Managers

A manager may be a single-level object manager or an MLS object manager. A single-

level object manager only manages objects at its security level and is implemented as

a single-level process.

A multi-level object manager is one which can handle operations on types that

it manages at a range of security levels. A multi-level manager may be designed as a

single multi-level secure (MLS) manager process or multiple single-level (MSL) manager

processes. If it is implemented as a MLS process, then the manager is part of the

mandatory TCB and is trusted to perform mandatory access checks.
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Should a multi-level service be MLS or MSL? There is a fundamental difference

between the two approaches. The MLS manager is trusted, it can, therefore, enforce

a security policy different from that of the constituent operating system (COS) (see

section 4 for details of THETA architecture). The MSL managers are bound by the

COS's security policy. Numerous other considerations like system resource and perfor-

mance constraints, TCSEC assurance requirements, etc. will affect the approach. The

decision is best made on a manager-by-manager basis.

3.3.2 System Managers and Application Managers

There is another metric for classifying managers in THETA -- the type of object man-

aged. As explained in section 3, THETA types can be classified into system types and

user types. Correspondingly, there are system managers and user-written (application)

managers.

An user-written application manager manages only user-defined types and is not

permitted to manage THETA system types. These manager may be single-level man-

agers or multi-level managers. If an user-written manager is to be multi-level, it can

be constructed using the MSL scheme without any special procedures, because this

construction does not extend the THETA mandatory TCB. On the other hand, if the

manager were to be MLS, it must go through a certification processes before it can be

admitted into the system.

System managers are part of the basic THETA system. Since these types are

fundamental and will be used by clients at all levels, THETA system managers will be

a multi-level service. Like the user-written managers, multi-level service offered under

the MLS scheme must have undergone the necessary certification procedures.

3.3.3 Tools for Manager Generation

THETA provides the user with a set of tools for manager generation. The user defines

a type and a manager using the type-definition and manager definition languages.

He then uses the manager generation tools to build a skeleton of an object manager.

The skeleton takes care of message packing and unpacking, conversion from canonical

to internal representations and vice-versa, mandatory and discretionary access checks

that may be necessary for an operation, etc. The user has only to fill in code for the

type specific operations that the manager has to support.
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3.4 Clients

A client process is one that interacts with THETA on behalf of an user. (The interaction

is achieved by invoking operations on objects.) More importantly, unlike managers,

clients do not support operations on abstract data types. Most clients are untrusted

user written application programs. Some clients, however, may include trusted software

which has been demonstrated to be free from Trojan Horses and can truly reflect the

user's intentions.

3.5 Principals and Groups

Every THETA user or manager has a principal name which is stored in a corresponding

principal object. Managers have principals names which correspond to the name of the

manager. The principal object is managed by the Authentication Manager which may

be replicated. Every principal object contains a list of groups to which the user belongs.

When the user logs in, a default group is enabled and becomes active. There may be

groups to which the user belongs that are not enabled automatically. Every group

object contains a list of the principals that belong to that particular group.

THETA principal and group names are global and are used by managers to perform

DAC checks.

3.6 The THETA Kernel

The THETA Kernel is a multi-levelentity and is part of the mandatory TCB. The

major Kernel components are the Host Manager (that manages operations likestartup,

shutdown, etc.),the Process Manager (that manages the process table)and the Switch

(which routes messages). The Kernel interceptsallcommunication between THETA

processes. The protocol used for local communication isthe Operation Protocol. In

the followingsectionswe willelaborate on the Switch and the Operation Protocol.

3.6.1 Operation Switch and Locator

The THETA Switch is responsible for routing operations from clients to the correct

object manager. This routing is based on the object's UID. The Switch is composed of

a Locator and an Operation Switch. The Locator determines the host location of the

object. If the object is of primal type, then the invocation must be routed to a manager

on the local host. If the object is not primal and if the object is not present locally,

then the Locator must determine the host location of the object. The object's location

may be present in a local cache. If there is a miss on the cache, the Locator performs
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a Locate operation on the generic object of the type using the network's broadcast

mechanism. All managers which have a copy of the object will respond positively to
the Locate.

Once the object is located, the Operation Switch routes the operation to the Switch

on the appropriate host. The Operation Switch maintains IPC connections with all

local clients and managers and network connections with remote Switches. It also

listens for request for new connections either locally or from remote hosts.

3.6.2 Operation Protocol

The Operation Protocol is used by clients and managers for communications with the

Kernel. The basic inter-process communications (IPC) primitives are:

Invoke m Invoke is used to invoke an operation on an object. A manager han-

dling an invocation may need to perform secondary invocations on other objects

(possibly of different type) to complete the primary invocation.

• Send -- Send is used by managers to send a message (response) directly to the

invoker.

Receive a Receive is used by both managers (to get the next invocation or re-

sponse from a secondary invocation) and clients (to receive the reply to a primary

invocation).

4 THETA Architecture

THETA is implemented using a layered architecture. The THETA clients, managers,

and Switch are implemented on top of an existing secure Constituent Operating Sys-

tem (COS). A process becomes an THETA process by interacting with the Kernel via

the Register Process protocol. An important goal of the design is that THETA be

implementable without modifications to the COS and implementable on a system of

heterogeneous COSs. A COS must meet TCSEC B3 security and assurance require-

ments for the THETA system to be B3. The following features of the COS are used:

assured process separation -- direct interprocess communication that is not con-

trolled by the system must be disallowed. To achieve this the MAC, DAC and

user and process identification mechanisms of the COS will be used.

non-interference with process operation -- THETA processes responsible for se-

curity must not be tampered with. The same COS mechanisms as in the previous

bullet are used.
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Figure 2: THETA Layering

• stable storage: data needed for enforcing security and for maintaining object

representations must be protected. The COS file system will be used to achieve

this.

• IPC support -- trusted path, local IPC and TCP/IP facilities of the COS are

used to support THETA IPC primitives and protocols.

• device support -- COS device drivers are used for device support.

Figure 2 illustrates the layering architecture for the THETA implementation.
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5 Security Policy

The security policy for THETA can be grouped into the following: (for details see

[Proctor 89] and [SDOS 88a])

• A discretionary access control (DAC) policy, designed to restrict the use of ab-

stract operations based on client identities.

• A mandatory access control (MAC) policy controlling the flow of information

based on security levels.

• A configuration policy to define the security configuration.

The MAC and DAC policies are clearly separated. In fact, they operate at different

granularities in the object model. The mandatory policy refers to the message passing

structure which is used to implement the object model. The discretionary policy is

stated in terms of abstract operations of the model. The policy is a global one, stating

constraints for the entire system rather than for individual hosts.

The MAC and DAC policies are discussed in further detail in the following sections.

5.1 MAC Policy- "Restriction"

A distributed operating system mandatory policy must be defined in terms of message

passing between active entities, rather than the traditional Bell and LaPadula read and

write operations of an active entity on a passive entity.

The THETA MAC policy has two components:

• rules for message passing -- these prevent direct downgrade of information.

• a policy for each multi-level entity -- this prevents compromise of information

via covert channels.

The multi-level security policy was based on an emerging theory of information

flow security being developed at ORA. This theory defines information flow in terms of

deductions that can be made about unseen (higher security level) events in a system's

history. The policy due to McCullough, called "restriction", [ORA TR,88], [McCull 87]

was chosen. Under a restriction policy, a system component is secure provided it does

not allow information to flow from high security levels to lower ones. Restriction also

has the additional property of composability: two subsystems having that property can

be hooked together to form a larger system also having the property. The THETA
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policy requires that the THETA TCB be restrictive. Since restriction is a composable

property, it is sufficient to demonstrate that the components of the TCB are restrictive.

The fact that security verification can be decomposed in this fashion is a tremendous

advantage when trying to build a distributed secure system such as THETA. Com-

posability can also be exploited to add multi-level services and hosts to a distributed

system in a secure manner without the need for re-verification of the entire system.

Our work on the Phase I effort developed techniques for demonstrating compliance

with restriction using the Gypsy Verification Environment [Weber 87].

5.2 DAC Policy

Since object managers are the entities that support operations on objects and DAC

restricts operation executions, all THETA system managers enforce discretionary access

control on their objects. An Access Control List (ACL) is maintained for each object

which indicates which users may perform which operations on that object. The DAC

policy is necessarily object-dependent since operations and their semantics vary with

the type.

6 Current Status

The present THETA project is a thirty month effort ending in early 1991 with a demon-

stration of the prototype system.

The current system is aimed at providing support for the connection of multiple

THETA hosts on a single local area network. In addition, single level untrusted hosts

may be attached to the network using an MLS THETA acting as a front-end access

machine.

ATT Sys V MLS UNIX has been selected as a representative COS. Two hardware

architectures -- the 6386 PCs and 3B2 will be supported.

The system requirements [SDOS 89a], architecture and security policy [SDOS 89b]

documents have been completed. The formal security model and the detailed design

document are in preparation. Trial implementations of key design features are also

underway.
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7 Plans for future effort

The system will evolve to permit the connection of multiple THETA machines over an

open Internet. THETA will provide the necessary network protection required for the

transmission of multilevel data. (This must include encryption.) Untrusted single-level

Cronus hosts may reside on the same network. Communications between untrusted

Cronus hosts and THETA hosts will be accomplished by using an THETA host as a

gateway.

There is considerable activity in the commercial arena on developing secure oper-

ating systems. We hope that THETA will encompass these secure platforms as they
become available.

The security poficy that is afforded by THETA will be relaxed to accommodate

violations that are permissible in normal C 2 systems. Current efforts at ORA hold

promise [Sutherland 89].

Support for transaction oriented processing to help host DBMS must be made

available in THETA.
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iEarly '70s at DoD ]

• A 1973-74 study showed DoD spent $3

billion/year on software, 50% for embedded

systems.

• Typical program is 105 to 10' lines, has a

staff of 50+ programmers, and a 10-15 year

lifetime, longer than its hardware base.

• Programs are life- and safety-critical.

Software costs were absorbing an increasing

portion of system costs, mostly in maintenance.

Much of the work was so specialized that only the
original developer could support it.

Much of the cost and specialization was attributed

to use of obsolete programming languages lacking
support for "modern" software engineering
methods

• Many projects used their own languages or dialects.
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• 1975 Higher Order Language Working Group: DoD,
Services, DCA, NSA, DARPA

• Choose a standard military language (DoD-1
working name) for all new software

• Language could be an existing or new one, but it
would have to be worthy of recognition as the
standard real-time programming language.

• Research funding for unrelated efforts was halted.

• Five existing languages approved for interim use.

, II_ Trusting Ada ............................................................ __ ....... _]

r I I I I ..... J£__L_._L__I_. [___ I ............... L ......... L._

ISt.:,,,,,m,,.toTinm,...I
April 1975-Sample requirements, more for style than
content, issued by HOLWG. These were termed
"Strawman".

• August 1975-"Woodenman" requirements issued as
tentative language requirements.

• January 1976-Official requirements, "Tinman" issued.

Progress of requirements development involved
broad participation from avionics, guidance,
command and control, and simulation communities.

• To everyone's surprise, all had essentially the same
requirements, which also covered scientific and

commercial applications as well. r__i||

_ TrustlngAda ............... i
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• Summer 1976-Twenty-three existing languages
evaluated against Tinman.

• FORTRAN, COBOL, PL/I, Algol 60

• HAL/S, TACPOL, CMS-2, CS-4, SPL/I, JOVIAL J3B,
JOVIAL 73, CORAL 66

• Algol 68, Pascal, Simula 67, LISP, Euclid, EL1

• LTR, RTL/2, PDL/2, PEARL, MORAL

• September 1976-Workshop on the feasibility of a
language to satisfy Tinman.

• January 1977-Ail candidates found lacking. New
language feasible and desirable. Pascal, PL/I or Algol I
68 could be used as basis. _lllj

II
_ Trustin$ Aria .................................................................................................... i

• April 1977-Tinman reorganized as "lronman"
language specification and proposals sought for
languages based on Pascal, PL/I, or Algol 68.

• Evaluation criteria: reliability, maintainability,
efficiency.

• Reliability-Language rules to catch errors before
run time, constructs for good programming
practice, constructs for reuse.

• Maintainability-Ease of reading even at the
expense of writing.

• Efficiency-Fast compile, compact object code, fast

run time. / lJ
Trusting Ada

I
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f [Three Phases I %

• Phase 1: July '77-January '78

4 Prototype Languages

• Phase 2: April '78-April '79

Requirements modified to become

"Steelman': 2 languages remain.

• Phase 3: June '79-June '80

Green language chosen, named Ada

, _ Trusting Ada__B •

J LJ I ................................... L ......... J LI 1 I ill

July '77-January '78

• 4 prototype languages from 17

proposals (all but I based on Pascal)

• Green.lchbiah, CLI Honeywell Bull

• Red-Ben Brosgol, Intermetrics

• Blue-John Goodenough, SofTech

• Yellow-Jay Spitzen, SRI

Trustin 8 Ada ............ ;::: :: :: _::1, ...... •............ _ I
I I
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IPhase II I

'_ _': ........ ]_......... I _l[_

April '78-April '79

• Requirements modified to become

"Steelman". Reference manual,

rationale, test translator, and formal

semantic specification for 2 languages

• Green and Red languages evaluated

,, _ Trusting Ada ........................................ _,,,,,,,,,, _1

[PhaseIII[
June '79-June '80

• Green language chosen, named Ada

• Preliminary Ada manual, June '79

• Revision under HOLWG and

distinguished reviewers

• Proposed standard, July '80

Trusting Ada ..................
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r:::: : l,Toward Ada

Language accepted by HOLWG in August 1980

Implementers urged to start work

HOLWG becomes AJPO (Ada Joint Project Office)

in December '80. MIL-STD 11818-A adopted. Ada
registered as a trademark

Language proposed as ANSI standard.

Expectation of minor suggestions for manual
changes wrong.

_I_ TrustingAda ................................................

II ] ' __ I1_[I ..........

[Hints of Trouble_

• Proposed standard received 400 pages of
comments, 750 questions.

• Both editorial and language-design issues
raised.

• Many objectors thought that the language was
too complex

° Manual overhauled but definition of a "Legal

Ada Program" and its meaning changed little

_I_Trusting Ada .............
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• Second review July-October 1982

• Additional minor changes

• January 22 1983: MIL-STD 1815-A

adopted

• ANSI standard, February 17, 1983

_ Trusting Ada
m,ll

l

IBarriers to Trust 

Despite the initial requirements and the

development process, there are a number of

barriers to the development of Trusted Ada.

• The size and complexity of Ada

• The size and complexity of Ada runtima

systems

• The lack of support for reasoning about

Ada Programs
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Size and Complexity ....

Ada is a large language with a complex and
imprecise reference manual.

Since 1983, over 1200 separate requests for
clarification or interpretation have been filed
with the language maintainers.

°800 commentaries (AIs)

• 300 presentation (typos, format)
• 500 substantive

• 50% static semantics (compile time)

• 50% dynamic semantics (run time)

•200 approved by AJPO

r I ...... I

IFeatures Interact I

• Overloading

• Separate Compilation

• Private types

• Signals and handlers

• Tasking

• Optimization and code generation

,. _ Trusting Ada .... - ............
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[Incomplete Definitions 

•Ada leaves a number of freedoms to the
implementor
• Orders of evaluation

• Parameter-passing mechanisms
• Ada defines forms of erroneous execution

• Neither compiler not runtime system is
responsible for detecting these

• Effect of the program is undefined

it

I I I I l llL II L I I II III

f

• Any trusted system, whether security-

or safety-critical, must have

predictable behavior.

• The combination of feature interaction

and erroneousness makes this very
difficult

Trusting Ada

220



_ ' .I i l i iiii ,

[Verification Support

• Proofs of program properties are one way
to obtain high levels of assurance

• Support for verification in terms of both a
formal language definition and an
assertion mechanism were Steelman

requirements

• The requirements were not satisfied by
Ada-83, largely due to personalities and
the complexity of the language.

JRun Time Issues 

•Most Ada implementations rely on a large,
complex, run time support system.

• Tasking implementation

• Storage management
• I/0

• Host system interface

• Operations on complex types
•The trustworthiness of this code is difficult

to establish
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• The previous discussion is cautionary

• Trusted applications have been built in
Ada

• The trick seems to be use of a restricted

subset of Ada

Trusting Ada ....... ,n: - i_- ii
I

f.-
II I

]ASOS: An Example i

•ASOS-"Army Secure Operating System"

• Multi-Level Secure-A1

•The ASOS operating system was
developed using a subset of Ada dictated
by a variety of security-related factors. A
significant factor is the ASOS use of
Gypsy specifications for its FTLS and the
need for showing correspondence
between the Gypsy FTLS and the Ada
code.

_Trusting Ada " " :_:_ _:- :
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[The ASOS Subset ] ..... -'%
I

•Ch 2 - Minimize usage of floating point

•Ch 3 - Initialization of all variables except
access types

- NEW operation not used (no heap in

ASOS kernel)

°Ch 5- GOTO not used

•Ch 6 - No aliasing, no functions with side
effects or references to globals

•Ch 8- No renaming declarations

•Ch 9 - No tasking in the kernel. ASOS
provides tasking support for

applications  '11
_ Trusting Ada ................................................................

i i.... | ........

]The ASOS Subset, continued ]

•Ch 11

•Ch 12 -

•Ch 13 -

•Ch 14 -

- Exceptions are not propagated
across the TCB boundary. They
must be locally handled and
explicitly propagated at routine
boundaries elsewhere.

Use of generics is limited in ASOS

System-dependent features
restricted. ASOS runs on bare

hardware

ASOS minimizes use of Ada I/O
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[Subset Discussions I

• By taking a conservative approach, trusted
systems can be built in Ada. ASOS uses
almost none of the standard run time
support.

•It may be necessary to look closely at
generated code and run time usage to
avoid, for example, heap allocation in a
long-lived system

•The current state of compiler practice is
improving, but compiler and run time
issues must still be considered on a
case-by-case basis

I_ Trusting Ada ....................................................... !

Ada is undergoing revision. The trusted

systems community has raised a
number of issues in connection with

this revision. They are summarized in

the following slides.

Trusting Ada ....
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IRequireme nt A I

IDENTIFY AND JUSTIFYALL ELEMENTS OF THE
STANDARD THAT PERMIT UNPREDICTABLE
PROGRAM BEHAVIOR.

e.g., Program blockage

Integer (1.5) ? Integer(1.5)

INTENT IS TO ELIMINATE WHERE POSSIBLE
AND FORCE ANAL YSIS AND COST BENEFIT

DECISION ELSEWHERE.

Trusting Ada .................. ,,;,,.............................................. ,ull

I I I

IREQUIREMENT A -continued I

1) Eliminate most erroneous cases

2) Eliminate "incorrect order dependency"--define
order-dependent semantics

3) Define undesirable implementation dependency (UID)

4) UID has defined effect, not cause for "program error"

5) Implementations shall attempt to detect remaining
erroneous and UID cases

6) Specific cases of undefined variables:

a. Majority - URG position on LHS usage

b. Minority - catch all usage _:_-_"_': '_:'_

Trusting Ada ...... =_:_ ...... ,=--_,:_::-: _ : A..... ,,
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fr ..............[REQUIREMENT BI
EXPOSE IMPLEMENTATION CHOICES

1) Language choices (LRM alternatives)

2) Implementation strategy (storage management,
scheduling, etc.)
- Static choices

- Dynamic choices
- What can user control?

- How can information be shared with others? With
tools?

Choices include:

a) Parameter passage

b) Optimization

c) Heap vs stack vs ...storage management

Trusting Ada ....................................................

REQUIREMENT C

ALLOW USERS TO CONTROL

IMPLEMENTATION TECHNIQU ES

Certain implementation choices lead to
explosive growth in possible execution
behaviors.

Implementations must honor-or reject with

warnings-user directives for items such as
parameter passing mechanisms, orders of
evaluations, etc.

This is analogous to the representation
specification for data.

,, _ Trusting Ada __
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IREQUIREMENT DI

IMPLEMENTATIONS SHALL ATTEMPT COMPILE
OR RUNTIME ANALYSIS FOR KNOWABLE
INSTANCES OF UNSOUND PROGRAMMING AND
ISSUE WARNINGS/EXCEPTIONS AS
APPROPRIATE.

- Aliasing

- Unsynchronized sharing

- Uninitialized variables

- Etc.

t_ Trusting Ada ................................................................. II _

kl .............................................. II

1

[REQUIREMENT El
I

PROGRAM BEHAVIOR TO BE DEFINED OR
PREDICTABLE IN THE FACE OF OPTIMIZATION

We call for further study on the following

- Canonical order of evaluation vs radical

optimizations

- Exceptions

- Side effects

- Possibility of pragma control

I_ Trusting Ada . --::- ..................
II
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FORMAL STATIC SEMANTICS AS PART OF

ADA 9X STANDARD

The formal definition to be accompanied by tools that
facilitate use for answering questions about the legality
and meaning of programs.

While this does not necessarily change the language,
development of the definition and tools may contribute
to language changes.

N.B. Parameterize formal definition for implementation
decisions and architecture/environment.

Trusting Ad= ....................................

mBll
.................. IL I

I

I II I III ' __._!11_ III I

DYNAMIC SEMANTICS AS ONGOING EFFORT WITH
AIM OF INCORPORATIONS IN NEXT STANDARD.

This area has enough uncertainty to keep it off the Ada
9X critical path. On the other hand, development of
portions of the dynamic semantics as part of the Ada 9X
effort should aid in evaluating and understanding
proposed language changes.

N.B. Parameterize formal definition for implementation
decisions and architecture/environment.

Trusting Ada
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ASSERTIONS

MAJORITY

1) Need dynamic semantics for assertions
to be useful for proof

2) Suitable form not known
- Extend Ada expressions
- Ada vs spec functions
- Etc.

.'. Wait, but work on issue
MINORITY

1) Anna exists
2) Anna is better than nothing

.'. Use Anna for now

DON'T PRECLUDE LATER
CHOICE/DECISION

_ Trustin 8 Ada ............... _ - - IN, ....
II

l _1 _1

I I I ] .... J _] .... I I ........ l__ I ,,,,=r --

Ada 9X will not have a full formal definition.

Research is underway that addresses some
of the problems affecting the use of Ada in
trusted systems

° AVA at Computational Logic, Inc.

° Penelope at Odyssey Research Associates

° ANNA at Sanford

• Low Ada at NPL

° The Ada 9X Language Precision Team

Trusting Ada , • ...... :.-_-
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lAVA/

AVA (A Verifiable Ada) is a DARPA-funded
effort to formally define a subset of Ada

• Subset is not unlike the ASOS subset

• Manual (derived from Ada manual) exists

• Formal definition based on IRIS abstract

syntax for AVA is written in Boyer-Moore
logic

I II I I III III I

f
IPenelopel

Verification system for Ada subset developed
by Odyssey Research Associates.

• Subset is somewhat more restrictive than

ASOS or AVA but expanding

• System in limited experimental use
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[Penelope t

Verification system for Ada subset
developed by Odyssey Research
Associates.

• Subset is somewhat more restrictive
than ASOS or AVA but expanding

• System in limited experimental use

Trusting Ada ......................................... , , -

r -N
iANNA I

Specification language for Ada in the
form of stylized comments.

• Attempts to cover full Ada language

• Tools produce executable, run time
tests

• Integrated with Verdix compiler

• Available for the asking

• Handbook in preparation

_TrustingAda = = - _,_ ......... :_ I
t j
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A proposed low-level intermediate
language for Ada compilation.

• Simple static semantics

• Should be easy to provide dynamic
semantics and proof rules

• Not yet implemented

_ Trusting Ada ....................

r

[Language Precision Team ]

PRDA issued by Ada 9X project.

• Supports Ada 9X mapping team
by providing formal analysis of
selected language topics

• "Creeping formalism" approach to
demonstrating utility of formal
methodology

• May have some influence on Ada 9X
language

_1 Trusting Ada ...... ,
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A Conceptual Model for

Supporting B3+ Dynamic

Multilevel Security and
Integrity in the Ada

Runtime Environment

Charles W. McKay
University of Houston-Clear Lake
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A Conceptual Model for
Access Controls to Support
Dynamic, Multilevel Security

& Integrity (DMLSI) in the
Run Time Environments
(RTE) of Larqe, Complex,

Nonstop, Distributed
Systems

Charles W. McKay, Director

Software Engineering Research Center
High Technologies Laboratory

University of Houston-Clear Lake
(SERC/HTL@UHCL)

RICIS

SERC/HTL@UHCL

Purpose of these notes :

To facilitate an understanding of :

• the major issues &
• the major segments & relationships of a

proposed solution architecture such
that this understanding :

• "scales down' from "B3+' issues &
solutions at a conceptual level
appropriate for the above types of
systems to smaller, simpler, & less
demanding/critical systems &

• facilitates mappings from the
conceptual to implementation
models.

235
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Security. "The protection of computer hardware and software from accidental or mali-

cious access, use, modification, destruction, or disclosure. Security also pertains to per-

sormel, data, communications, and the physical protection of computer installations."

(IEEE, 1983) Note that in the DOD Trusted Computer System Evaluation Criteria,

(1983) (also known as the 'Orange Book'), security focuses primarily upon protection of

classified data. In CLAR and CLAD, security is a complement to, but not a substitute

for, integrity (q.v.).

Integrity. The correctness of an aspect of the system.

tern errors." (Oxford, 1983)

"Resistance to alteration by sys-

Security Kernel/Integrity Kernel. Mechanisms in the lowest layer of a virtual

machine (q.v.) that supports policies for security/integrity. Note that a mission and

safety critical (MASC) kernel (q.v.) must contain mechanisms to support security and in-

tegrity simultaneously. _"

RIClS

SERC/HTL@UHCL

Quality. "The totality of features and characteristics of a product or service that bears

on its ability to satisfy given needs. (ANSI/ASQC A.3-1978)" 0EEE, 1983)

Reliability. "The ability of an item to perform a required function under stated condi-

tions for a stated period of time. (ANSI/ASQC A3-1978)" flEEE, 1983) See also the

definitions of 'software reliability' and 'system reliability'.

Safety. "The probability that a system, including all hardware and software and human-
machine subsystems, will provide appropriate protection against the effects of faults,

which, if not prevented or handled properly, could result in endangering lives, health,

property and environment." (McKay, 1987)
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A View of the Problem Space:

Three Distinct & Dynamic

Management Domains

/fMgt." of :

( Target Objects & their :

• access rights for

'l oVlews

• Roles

• Changes in these
_ Acc Rts.

System Mgt.* of Shsreable
Services & Resources

gbt."of :
ject Objects & their :

Views (sets of capabilities)

Roles (view augmentations)

Changes In Views & Roles j
.,/

Some Relevant Definitions

RICIS

SERC/HTL@UHCL

• Objects
• Instances of abstract types
• communicate by messages only
• have an Abstract I/F Spec (AIS) part

( => contexts of operation &, for each context

• services & resources, to be provided, affected,
or used

• how well these are supported

• under what circumstances)

• And an encapsulated Implementation part

• May be

• active (own thread of control)

• passive (borrows threads of control & has
none of its own)

• neutral (neither owns nor borrows a thread of
control)

RICIS
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• RTE Enforcement of Access Controls for DMLSI :
• run time constraints on the interactions of

subject objects, target objects, & system services
& resources. The constramts are enforced by
RTE mechanisms that support the DMLSI policies
for the system & its applications.

• Other Relevant terms & Concepts

• Conceptual Model of a Solution Architecture :
An Approach to Mapping to Implementation
Models

• Mandatory Access Controls
• Discretionary Access Controls

• Basic User Capabilities, Roles, & Adoptions
• Addressing with capabilities & intents;

Access checking against access control lists &

denials R's A's of R's
I

Existence t
Read i

Write IAppend
Execute
Cntrl Access Rts
All

I
i i

_,'s of Tgt Objs

RICIS
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• Solution Architecture Satisfies Specs
For :

• logical properties of Conceptual
Model

• physical properties of
Implementation Model

• Mapping of C.Model to I.Model

• Stable I/F Sets (Integrated Cfg. Items In
Deployed & Operating Sys that satisfy S I/F Set
criteria )

• Stable Frameworks (Cfg Items that satisfy SF
criteria)

• Virtual I/F Sets (composed of AIS's that satisfy
criteria for abstract types, objects, &
messages)

• Precise Modeling Support* in EA/RA Form

• Entities

238
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Model. "(1)

(2)
A form in miniature; ...

A generalized, hypothetical description, often based on analogy, used

in analyzing or explaining something;" (Webster, 1972)

A *representation at one or more levels of *abstraction of a set of *concepts for a

set of real world processes, products and/or *interfaces.

Entity-Attribute/Relationship-Attribute 0gA/RA) Models. Instances of

*models of some portion of a problem space or a solution space expressed in

EA/RA form. These may also include instances of models which depict the map-

ping of:

• some portion of a problem space to a corresponding portion of a solution space

• some portion of an *abstraction at one level to a corresponding portion of abstraction at
another level.

RICIS

SERC/HTL@UHCL

Formal Method. Consists of, or incorporates, a formal description technique

(q.v.) (BCSWG, 1990) "Mathematically based *method for the *specification,

*design and production of software. Also includes a logical inference system for

*formal proofs of correctness, and a *methodological framework for software

development in a *formally verifiable way." (MOD 0055, 1989)

Formal Model. A *model having a sound mathematical basis which is used to

meet and exceed the C3FTC criteria for the *semantics of *precise models by al-

lowing *formal verification via *proofs of correctness. Formal models contain no

ambiguity for all legal sets of *states, stimuli, and the effects of *state transforma-

tions. Formal models facilitate the use of *formal methods. (l"ae C3FTC criteria

for the semantics of precise models are measures for: *consistency, *complete-

ness, clarity, feasibility, testability, and correct operation while deployed in its

*target environment.)
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Precise Models. "Precise models have defined *semantics for all *entities of the

*model and their *attributes, and for all *relationships among the entities and their

attributes such that the C3FTC criteria are satisfied for all defined sets of legal

operations upon legal values within legal *contexts." (McKay, 1988) See C3FTC
criteria described in 'formal models'.

Conceptual Model. Describes the *architecture of a *design solution to a complex

problem or *class of problems. It presents the major *segments, *attributes for

those segments, major *relationships, and attributes for those relationships at a suf-

ficient level of *abstraction necessary to understand and control comple:/,ity in

evolving mappings to a working implementation *model. In *CLAP, and *CLAD,

these segments and relationships are abstractions of explicit design decisions that
have been evaluated and selected because of a balance of considerations of *risk

management, sequencing of development dependencies, *modularity, and oppor-

tunities for parallel development activities.

RICIS _"
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Meta Info for Subject Objects

• Context Info

• Model Reference (eg. Schema, Dictionary)
• User/Group/Prolect Id
• Clearance Level (eg. secret, top ...)
• Location & Device Id (eg. secure terminal ...)
• Password (Optional)
• Unique ID of Thread / Transaction /

Subtransaction

• List of currently adopted roles
• Priority/i'ime/Other Constraints

• Capabilities

• Info on Services & Resources for Tgt
Obj

• Logical Reference (may be alias)
• Type (May be Model Ref.)
• Unique ID (i.e. system)
• Intent(s)
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Meta Info for Tarqet Objects

• Once for each object
• Context Info

• Model Ref. (eg . Schema, Dictionary)

• Unique Id
• Ownership
• Classification Level (eg. secret, top ...)
• Multiple copy References (Number, where, ...)

• Access History
• Encryption Info (Optional)
• Mgt.lnfo for Priority / Time / Other Constr.

• Mgt.lnfo for Access Control (eg. locks, multiple copies, ...)

• Multiple Instance Info (As needed)
• Context Info

• Logical reference
• Access Id for Authorized User(s) / Group(s) / Project(s)
• Denials List

• Location & Device Restrictions (Optional)

• Password (Optional)

• Template Restrictions (if any)
• Services & Resources

• Access Rights List

RICIS
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Complexity Issues

Howard Johnson
Information I: "ntelhgence Sciences
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Complexity Issues in Security

Howard L. Johnson

Information Intelligence Sciences, Inc.

Presented to:

Information Security and Integrity System Symposium

May 16, 1990

Complex System

Network

A system composed of connected components

Network

omponent

Embedded System

A component that helps comprise a system

PRIOIiOtN6 PAGwE BLAt,,LK NOT FLMIF,.D

(__ Embedded

Component
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Complexity Issues

Policy Complexity

Multiple Security Types
Multiple Security Policies
Interface Policy
Violation of Policy

Architectural Complexity

Phased Build

Distributed Security
Encryption and Unalterable
Development

Code

Multiple Security Types,

Sensitivity - Authorized disclosures

Integrity Authorized execution of programs
and modification of data

Service
Assurance

Authorized and unimpeded proper
use of resources

Safety

Etc.

Assuring operations without
resulting in unacceptable risk
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Security Based on Mission Criticality

o Protection for Critical and Highly Critical functions

o Protection objectives are integrity and service assurance

o Threat is malicious (e.g., malicious code)

o Denial-of-service attacks are a subset of integrity
attacks if service rules are defined and supported

o Detection and recovery within a critical time is an
acceptable mechanism

1st Line of Defense - Biba

Command Authority // /Hit hly Crit cal_ \ \

via Security Officer / / t (H_ hly Trus ed)J _k
o Mandatory - / ( _-'

Trust (Clearance/Other)/ / _ _ //_
o Discretionary - I \ _ /

Need to Execute \ _ Critical /_
Need .t° Modify \ _ [Trustedl/ _-
Capability _ _ \\ /
Least Privilege \ . ! ....

\ i_ ORCrlIIC al /_

o Use Sensitivity Resistance Mechanisms
o Audit Becomes Detection
o Each Detection Requires an Action (Recovery)
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2nd Line of Defense - Constrained Use

Extq _rnal
Sub ect

/
Program

3-D ACL

Modes -

Read
Write
Execute
Delete

Object
Data File
Resources

ID/Continuous Authentication
Encryption

No Intelligent Modify
No Execution

Read Only Hardware
Constrained Data Values
Macro Update

3rd Line of Defense

- Detection and Recovery

o Detection (Real-Time Audit)

- Intrusion Detection
(Deterministic/Inferential)

- Malicious Logic Observables

- Modification Detection
(Crypto Checksum)

- Denial of Service Measures
Monitor Critical Processes

Target DOS Observables
Watch Resource Utilization

o Recovery

- Guided by Critical Time

- Remove Threat, Re-Execute

- Alter native/Reconfigure

- Cold/Hot Backup

- Checkpoint Restart

- Manual Intervention

- Distributed Control

- Redundancy/Fault Tolerance
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Combined Policy Lattice
Non Highly

Ori tical C,ri ticat C,ri tical

Jr'c aosi lied

Secret

Too Secret

I / I
j i.

m

J

m

.11",

Criteria

Sensitivity
(Orange Book)

Po IIcy
DAC
Object Reuse
Labels
MAC

Accoun t&blllty
IDIAuth
Audit

Avellablllty Assursnae
Ogerstlon=l

Sys Arch
Bye Int
Covert Chsnnel
Trusted Fec Mgmt
Trusted Recov

Bell-L= Psduls

Bell-L= Padula

Life Cycle
Test
Deelgn Spec & Ver
Conflg Mgmt
Trusted Dletr

TCB

Documentation

Criticality
(Integrity end

Denial of Service)

Constrained Use
X
X

Bibs

X
DetectlonlAvsllablllt

X
X

Bibs
X

Recovery within
critical time

All
X
X
X
X

X
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Multiple Security Policies

Point Security Policy

M - Security Mode

Orange Book Division/Class

L - Highest Classification Level at that Point

C - Lowest User Clearance Level Allowed Access

25O



Constant Policy Domains

Area 2

-/ '-, M2DIL 2 3 "\

Area 1

Area 3

Mechanisms in Constant Policy Domain

Closure/Separation

X

Identification/Authentication
Access Control

Trusted Computing Base
Audit

Mechanism Monitor

Recovery
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Mechanisms and Constant Policy Domains

MDLC
1123

t

M2D 1L # 3

M2D1L# 21

Summary of Relationships

Requirement! Requlremente

for for Re quire mento

A 8 for

C
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Multiple Security Policies
Different

Classified Physical Area

D.at._a _Different Policy Simplification

/ I_ _-. Criticality Crit.
Lo Hi

5 J/ "_ _._Lo

_ Different Access _ un :r_:t:edd

7 different policies
a different risk

- because each has
2 policies

$ overkill
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Interface

Interface Policy

o Communication between two nodes
Separate control
Different constant policy domains

Person/Component

Component/Interconnecting Component

Through Interconnecting Components
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Component Authentication

Normal

Intercommunications

Unalterable Encrypted Identifier

(e.g., Public Key Exchange)

Interface Control

Trust Limit exchange

Transform Levels

Validate data

Exposure Reflect inherent exposure

Propagate cascading exposure
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Cascading Problem

Connectivity Increases Exposure and Therefore Risk

Highly
Critical

Critical Critical

Non
Critical

Combinatorics

Nodes • N

@ @

• •

A

Connectivity O(N) to O(N =)

Security

Policy Interface

Encrypted

O(N')

Possible
Paths 0(1) to O(N')

(Security Policy
Interface Unencrypted)
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Complex System Evaluation
Every node pair wrt every path (A wrt B)

Maximum Minimum User Local

Sensitivity Clearance Processing

(*A or B) (*A or B) Capability (,)

Process Coupling
Risk

Data Exposure

Communications
Path

*One-Way
Two Way

LAN

User1.11
System

/External Risk

Open/Closed Combined
Environment Risk

Risk to A

Landwehr-Lubbes

Security Beyond Alphanumerics

Directed to human user
Image
Computer generated voice

Not necessarily directed to human

Action (e.g., electromechanical)
Function
Characteristic (e.g., traffic)

Human user interaction
Non electronic authentication
Communicate classification

Communicate classification change

Autonomous

Classification masking

Deception strategies
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Policy Violation

Policy Violations

Flow which violates computer policy
but would not if systems/data were trusted

Constant Policy Domain 1

Applications Rovlow 1Layer Support
|

._...__- Tr ueted t--..._ Tr ueted i
l:_reparetl°_ L Review

...............................

Communications Trusted
Layer Release

Constant Policy Domain 2

Rebulld 1Support

L

,r.t., _-_ R._ull,_------_o°.pt'n°_/

_---I.....................
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Policy Violation Functions
Sanitization

Trusted Preparation

• Reduce data, maintain information

(Share apriori data, send updates)

• Put in Optimum Form For
Manual Review

Software Review

• Encased Cryptographic Checksum

Review Support

• Knowledge Base
- What info should be
- What info shouldn't be

• Placed in
- Manual Form
- Software Form

Trusted Review

• Qualified Reviewers

• Ensure all and only all
data available

• Review support data
separated from data

Trusted Release

• Play back

Trusted Receipt
• Covert Channel

Trusted Acceptance

• Authenticate validity &

currency

Reconstruction

• Expand data to usable
form

Reconstruction Support

• Apriori info

• Baseline for update

25g



PHASED BUILD

Phased Build

Within a Domain of Constant Policy

N o matter

how big, if it
still meets

goals

Decomposed to the Point
where all security

relevant properties are
visable

Certified by NCSC
or equivalent

process
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Progressive Build

New

Certified

Product

New

Build

Elements

if \ ",

_Accredited\_,, > /

Domain of
Constant

_ _ Policy t

\/-
/"

/

/

/
/

/
/

Previous

Accredited Element

Accredited

System

Previous

Accredited

System

!

j/

///

/

/
J
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Encryption and Unalterable Coding

Encryption and Coding Uses

Non Disclosure (NSA controlled)

Other (NSA advisory or control)

Identification (components)
Authentication (components)

Key Management

Labeling
Mechanism Protection

Modification Detection
Trust Retention

Bandwidth Filling
(Covert Channel)

Execution Prevention

Intelligent Change Prevent
Enemy Spoofing

Signature
Notarization
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Distributed Security

Distributed Security

System 1

Ref Monitor
R/T Audit

Recovery

System 2

Ref Monitor
R/T Audit

Recovery

System n

Ref Monitor
R/T Audit

Recovery

Security Elements

o Identifloation
o Authentication
o Access Control Data

o Key Distribution
o Historical Audit

o Upgrade/Downgrade Guard
o Multi System Alarm
o Configuration Control
o Security Officer
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Development

Development
Security Requlrements

I---.....
Polloy System Requirements

___System I

Formal .Formal "

System _ 8yltem _
Model lop Level |!

Bpoolfloatlo 1

• L,_*= I1 ) I

sp*='"ca"o 1 -[_[

Component

I
I

Hardware
Software

Firmware

l rusted

O System

Trusted

Component
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Order of Development

Object Develop Simplify

Policy
Elementary Components
Constant Policy Domains
Interface Policy
Security Model
Security Architecture
System Architecture
Development

Iterate
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I •Technical

Security in

Computer
Networks

Colin Rous

Digital Equipment Corporation
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Notes
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Notes
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Lunch Speaker

Ethics:

Mandate VS.
Choice

Marlene Campbell

Murray State University
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Notes
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Notes

273



274



Common Session

Computer Viruses

Angel Riveria
Sector Technologies, Inc.
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Panel

Panel discussion on NASA

concerns related to tnmted

computing support for life and

property critical systems
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